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INTRODUCTION

GILLIAN RAMCHAND AND
CHARLES REISS

In the Introduction to Syntactic Structures, Chomsky (1957: 11) states that the
“central notion in linguistic theory is that of ‘linguistic level’. .. such as phonemics,
morphology, phrase structure...essentially a set of descriptive devices that are
made available for the construction of grammars.” The term “grammar” is used
here in the usual ambiguous fashion to refer to both the object of study and the
linguist’s model of that object. Thus, in chapter 3 (p.18), Chomsky comes back to
the issue of levels referring, both to the complexity of languages and the usefulness
of theoretical descriptions.

A language is an enormously involved system, and it is quite obvious that any attempt to
present directly the set of grammatical phoneme sequences would lead to a grammar so
complex that it would be practically useless. For this reason (among others), linguistic
description proceeds in terms of a system of “levels of representations”. Instead of stating
the phonemic structure of sentences directly, the linguist sets up such “higher level”
elements as morphemes, and states separately the morphemic structure of sentences and
the phonemic structure of morphemes. It can easily be seen that the joint description of
these two levels will be much simpler than a direct description of the phonemic structure
of sentences.

In current parlance, we say that knowledge of language is modular, and individual
linguists tend to specialize in research on a particular module—syntax, morph-
ology, semantics, or phonology. Of course, the very existence of each module and
the boundaries and interfaces between the modules remain issues of controversy.
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For many years the dominant model of the the architecture of the language faculty,
including the relationship among modules, has been the Chomskian T-model
dating from the 1960s. However, linguistic theory has been undergoing important
changes over the last ten years. Recent work has succeeded both in deepening the
theoretical issues and expanding the empirical domain of the object of inquiry.
While the D-structure and S-structure levels are no longer universally accepted as
useful levels of representation, the nature of PF, the interface of the grammar
module(s) with the auditory-perceptual system, and LE the interface of the
grammar with the conceptual-intentional system, have increased in theoretical
importance. The recent empirical and theoretical challenges to the dominant T-
model have in many cases undermined the presuppositions underlying that basic
architecture and have reopened many important questions concerning the inter-
actions between components of the grammar.

One striking discovery that has emerged from recent work is the importance of
the various interfaces between modules within the grammar in understanding
the nature of the language faculty. Indeed, one could argue that in understanding the
interfaces between syntax and semantics, semantics and pragmatics, phonetics and
phonology, or even syntax and phonology, we place boundary conditions on the
scope and architecture of the theory as a whole. It is not surprising then that some
of the most intellectually engaging and challenging research in recent years has
emerged precisely at these interfaces.

In commissioning the chapters for this volume, we have deliberately adopted a
narrow interpretation of the term “interfaces” as referring to the informational
connections and communication among putative modules within the grammar.
The term “interface” can of course legitimately be applied to the connections
between the language faculty and other aspects of cognition (e.g. vision, reasoning)
or between linguistics and other disciplines (e.g. philosophy, psychology). Our
choice of scope here reflects our belief that the narrower interpretation of “inter-
face” allows us to focus on the most crucial issue facing generative linguistics—the
internal structure of the language faculty—which we believe should be prior to
consideration of how this faculty interacts with others. In other words, our
decision reflects not only a practical choice based on current research trends but
also the logical priority of defining the elements of comparison (say, language and
vision) before undertaking such comparison.

The chapters in the book are original contributions by authors who have been
working on specific empirical problems and issues in areas that cross-cut trad-
itional domains of grammar. In some cases the authors address a particular debate
that is ongoing in the field; in others, their aim is to throw light on an empirical
area that has proved challenging for the modular view in general or in which the
choice of analytic tools is still open. In some ways, this is a handbook with a
difference because there is no prejudged territory to cover, and no obvious parti-
tioning of our researchers’ concerns into neat components (by definition). Our
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purpose here in the introduction, therefore, is to provide something of a road map
for the users of this book, and to integrate the questions each author addresses into

the larger debates of the field.

ParT I SOUND

Though he presents several possibilities found in the literature both for a strict
demarcation of phonetics and phonology and also for no demarcation at all,
Scobbie himself favours a less categorical view of the matter. He suggests that
the problems faced by researchers in categorizing low-level but language-specific
phenomena into phonetics or phonology, in defining clear-cut modules and
their interface, reflect the nature of the phenomena themselves: the very existence
of an ambiguous no-man’s-land between phonetics and phonology may reflect
(and be reflected by) the non-deterministic mental representations in the
systems of individual speakers. Scobbie thus argues for a more flexible quasi-
modular architecture, best modelled, he claims, stochastically. He points out
that descriptive data based on transcription is biased in necessarily assuming
traditional categorical and modular interpretations. Quantitative continuous
data, he suggests, could provide new evidence for meaningful debate on the nature
of the interface.

In addition to providing a useful survey of issues related to phonetics and
phonology from a wide range of approaches, including generative phonology,
articulatory phonology, exemplar theory, and others, Scobbie forces us to recog-
nize that many common and intersecting assumptions concerning phonological
representation and computation are rarely justified explicitly, even for the analysis
of familiar data from languages as well studied as English.

In a chapter diametrically opposed to Scobbie’s theoretical ecumenicism and
desire to blur the phonetics—phonology boundary, Reiss defines a number of
modules composing what are typically referred to as phonetics and phonology.
He assumes that these modules are informationally encapsulated from each other,
and defines the “i—jinterface” as a situation in which the outputs of one module M;
serve as the inputs to another module M. His claim is that the problem of
understanding the i—j interface reduces to identification of those outputs of
module M; which M; receives. Reiss provides a speculative discussion about how
results in auditory perception can aid our understanding of phonology. His general
point is that by better understanding what phonology is not, we can understand
better what phonology is: we will then not mistakenly attribute a property to
the phonology that rightly belongs elsewhere. This issue is related to a general
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discussion of the purview of Universal Grammar and the relationship between our
sources of data and the theories we construct.

Hale and Kissock use the Marshallese vowel system, which underlyingly has four
distinct members, to explore the phonetics—phonology interface from an acquisi-
tion perspective. On the surface, these four vowels show wide variation, depending
on the features of flanking consonants. Hale and Kissock discuss the difficulties
that such a system poses for phonetically grounded versions of Optimality Theory.
They also claim that acquisition of such a system would require, under OT
assumptions, that markedness constraints be low-ranked at the initial state of the
grammar. This claim, which contradicts all work on acquisition in OT, except for
earlier work of Hale, leads to a general critique of various aspects of the OT
framework including Richness of the Base and “the emergence of the unmarked”
in child language.

Orgun and Dolbey discuss the morphology—phonology interface in the context
of a theory of Sign-Based Morpology. In this framework, the grammar consists of
lexical items and sets of relations among them. For example, the grammar lists
both singular book and plural books, and there is a relation that maps these items to
each other. In order to address the issue of apparent cyclicity and over- and
underapplication of phonological processes in morphologically complex words,
the authors develop a specific version of Sign-Based Morphology which treats
paradigms as elements of the theory, paradigmatic sign-based morphology
(PSBM). The authors present solutions for a number of puzzling phonology—
morphology interactions in Turkic and Bantu languages by embedding their
PSBM within an OT grammar, which allows them to invoke the type of output—
output correspondence and uniform exponence constraints found elsewhere in the
OT literature.

Elordieta surveys various models of the phonology—syntax interface of the past
twenty years, all of them fairly closely related to the Government and Binding and
the Minimalist versions of syntactic theory. This chapter is explicit about the
shortcomings of its predecessors each new model was most concerned to address.
It concludes with Elordieta’s analysis of a vowel-assimilation pattern in Basque
which he analyses as reflecting the syntactic and phonological closeness of elements
entering into feature chains consisting of feature checking relations. The process in
question occurs in nominal contexts between a noun and a following determiner or
case marker, and in verbal contexts between a verb and a following inflected
auxiliary. The point of the analysis is to show that these two contexts form a
natural class under a certain version of Minimalist checking theory. This contri-
bution leads naturally into the second part of the book, in which researchers in the
area of non-phonological structure grapple with problems and issues from a
syntactic perspective.



INTRODUCTION 5

PArRT II STRUCTURE

The existence of a syntactic component of grammar, encoding hierarchical struc-
tural relations, does not seem to be in any doubt within the field of generative
grammar. However, questions arise as to the nature of the relational and trans-
formational mechanisms involved (if any), and how far they should extend into
domains like morphology and the lexicon. An important portion of this book is
devoted to the question of whether morphology follows the same rules as syntax,
closely related to the issue of whether the lexicon exists as a distinct module of
grammar with its own primitives and modes of combination.

In her contribution, Rosen adopts a syntactic perspective on issues traditionally
considered within the domain of lexical semantics and argument structure. She
proposes a close connection between argument roles and the syntactic projections
that are responsible for case, agreement, and notions like grammatical subject.
However, she suggests that languages can systematically differ in whether they use a
lower domain of functional projections for argument licensing (ones like ¥P and
TP that are correlated with the well-known phenomena of nominative and accusa-
tive case), or whether they choose higher functional projections (those within the
CP domain). In the former languages, arguments are classified on the basis of their
effect on the event structure (specifically, initiation and telicity), while in the latter
case the arguments are classified along more discourse driven lines (topic-hood,
point of view). Rosen offers a survey of the different languages of each type and the
syntactic properties that distinguish the behaviour of their arguments. The claim
here is that the supposedly semantic and thematic differences among arguments
and their modes of organization are actually tied to syntax and the functional
projections that are active, and do not belong to some separate semantic module of
grammar.

Julien then presents a view of the syntax-morphology interface, arguing that the
notion of word is an epiphenomenon, based on the specifics of syntactic structure
combined with the possibility of certain morphemic collocations to assume a
distributional reality. She suggests that items traditionally considered to corres-
pond to “word” actually derive from many possible distinct syntactic head con-
figurations (head—head, head—specifier of complement, and specifier—head in the
basic cases) where movements and lexical access conspire to create linear adjacency
and distributional coherence. Drawing on evidence from a variety of languages, she
shows that constraints on syntactic structure, and specifically the functional se-
quence, can explain the patterns and non-patterns of so-called word-formation
across languages, without invoking morphology-specific modes of combination. In
this sense, Julien is arguing for a strongly syntactic approach to morphology and
against a lexicalist view of the notion of “word”.
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Svenonius approaches the same interface with a rather different set of theoretical
tools in mind, and a different set of ordering data. He observes that, when elements
ordered in a logical hierarchy appear in natural languages, some cross-linguistically
robust patterns of linear ordering emerge at the expense of others. Rather than
reflecting a simple syntactic head parameter, these generalizations, he shows, are
more insightfully described by different sorts of phrasal movement—roll-up, curl,
and constituent fronting. Strikingly, he reveals that in a parallel fashion, morpheme
ordering conforms to many of the very same patterns and generalizations as are
found in the syntactic domain. The argument here is thus not only that morph-
ology operates on the same sorts of hierarchically ordered structures and primitives
as syntax, but that it also participates in the very same sorts of transformations that
affect word-word linearization.

Embick and Noyer present a Distributed Morphology view of the relation
between morphology and syntax which shares some important properties with
Julien’s. In particular, they argue that the notion of “word” does not correspond to
any genuine linguistic primitives and that the morphological patterns of vocabu-
lary insertion are a direct reflection of syntactic structure. They position themselves
strongly against what they call the “lexicalist” camp and deny that there is an
independent lexical module with its own primitives and modes of combination.
For them, the only generative component is the syntax, and they argue that this is
the null, most “minimal” hypothesis. However, they differ from Julien in assuming
that “words” are inserted at syntactic terminals, and therefore only countenance a
subset of the syntactic configurations (basically just complex heads formed by
head—head adjunction) that Julien allows to give rise to “word-like” (distribution-
ally privileged) sequences. This more restrictive mapping from the syntax to
insertion forces them to admit a larger set of counter-examples to the straightfor-
ward mapping between the two domains. Thus, in their system, they have a
number of post-Spell-Out operations that can modify the syntactic representation
prior to vocabulary insertion, as well as phonological rules that can change linear
ordering. Embick and Noyer claim that these operations are only minimal depar-
tures from the strong hypothesis that syntactic structure is responsible for mor-
phological patterns, and that these rules are learned on a language by language
basis. However, the large number and the power of these operations raises the
question of whether they are not in fact covertly constructing, perhaps not a lexical,
but certainly a morphological component.

Ackema and Neeleman argue for keeping the domains of morphology and
syntax distinct, but within the larger domain of the syntactic module. They argue
that “morphology” is actually “Word syntax”, whereas what is traditionally called
syntax is actually just a submodule concerned with “Phrasal syntax”. While both
submodules share some primitives inherited by the fact that they are both a type of
syntax (e.g. category labels, merge, c-command, argument), they also each have
more specialized operations and primitives that make them distinct. For example,
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phrasal syntax makes reference to notions such as EPP and wh-movement; word
syntax must make reference to features such as “latinate” vs. “germanic” or features
that encode declension class membership. They present evidence in their chapter
that the two types of syntax are indeed autonomous and that they do not interact
with each other directly, and that it would complicate the notions required in
phrasal syntax if one were to attempt to do so. In cases where it seems direct
interaction might be necessary, they present analyses to argue that the effects derive
instead from the interaction between the syntactic module as a whole with the
phonological module of grammar, that is, the correspondence principles required
between the two macromodules.

This leads naturally to the chapter by Williams, who takes a position similar to
that of Ackema and Neeleman despite some superficial differences in terminology.
Williams argues that the syntax of the word is distinct and informationally encap-
sulated from the syntax of phrases and that this is responsible for a series of basic
and robust effects. He agrees that both levels are in some sense syntactic and that
they share some basic properties in that they are combinatoric and are sensitive to
some of the same features. However, they differ in that the word-level does not
tolerate “delayed resolution” of certain relations such as argument relations or
anaphoric dependency. Williams uses the term “lexical” to refer to the word-level
but, like Ackema and Neeleman, is careful to distinguish it from the notion of
“listeme”, which clearly cross-cuts the word and phrasal domains. Again like
Ackema and Neeleman, he argues that the confusion in the use of the term “lexicon”
has been responsible for some of the general confusion in the debate, most
particularly in the criticism of lexicalism by the proponents of Distributed Morph-
ology. The second half of Williams’s chapter is a careful criticism of the assump-
tions and analyses of a particular version of the DM view, showing that they cannot
actually avoid the distinction between word-level and phrase-level syntax that he
takes as primitive.

Stewart and Stump argue for a particular version of a realizational-inferential
view of morphology, which they call Paradigm Function Morphology (PFM). The
crucial aspects of this position involve the idea that the interface between morph-
ology and syntax is “word-based” rather than “morpheme-based” and that exter-
nal syntax is blind to the internal morphological structure of a word. They present
analyses of important and pervasive properties of natural language morphological
systems which can be straightforwardly described by a system of rules which, in a
language-specific way, map roots and an associated bundle of morphosyntactic
features to phonological forms. In this system, there is no internal “syntactic”
structuring to the morphosyntactic features, although there is some structural
complexity in the way in which reference to paradigms is exploited to express
systematic generalizations about the way in which which certain feature clusters or
rule blocks interact in a particular language. They contrast their perspective with that
of Distributed Morphology which, although also “realizational”, is fundamentally
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morpheme-based, and argue that the word-based view is empirically better
motivated and conceptually preferable in being more restrictive. For Stewart and
Stump, mirror principle effects, or effects that seem to correlate with syntactic
generalizations, are epiphenomenal and derive from historical grammaticalization
paths; they should not be built into the theory of the synchronic system
which inserts words as unanalysed wholes into the syntactic derivation. Thus, the
view presented in this chapter also contrasts generally with the more syntactic
approaches to word formation as found in most radical form in the contributions
by Julien and Svenonius, and is an important counterpoint to them.

PArT III MEANING

One of the important issues at the syntax—semantics interface concerns the notion
of compositionality. Higginbotham, in his contribution, argues forcefully that this
is not a conceptual triviality, but an empirical working hypothesis which should be
used to probe important questions about the syntax—semantics interface in natural
language. In particular, if it is taken as a constraint which imposes function-
argument application as the only semantic mode of combination for syntactic
merge at the same time as allowing a n-ordered logic of indefinitely large n, then
the principle itself reduces to vacuity. On the other hand, if it is construed as a
hypothesis that restricts the composition of semantic values to be genuinely local
within a conservative second-order logic, then it has some bite. Higginbotham
emphasizes that the syntax—semantics interface problem is essentially one in three
unknowns: the nature of the meanings involved, as known by a native speaker of
the language; the nature of the syntactic inputs to interpretation; and the nature of
the mapping between the two. Actual natural-language examples may require
adjustments in any of these three areas, keeping strong compositionality as a
background assumption. Higginbotham also assumes that there is a principled
distinction between the semantics of lexical items and the “combinatorial seman-
tics” of natural languages, only the latter being subject to the compositionality
thesis. He takes a fairly conservative position on the size of those lexical items,
eschewing the finer syntactic decompositions of lexical items such as those found
in some recent theoretical work (see, for example, Rosen, this volume). On the
other hand, his main theoretical point concerning the status of the composition-
ality thesis holds even if one believes that “lexical items” (in the sense of listed
elements) are somewhat smaller than he assumes.

Biiring examines an issue that directly concerns the phonological “component”,
namely, intonation. This important area is a domain where phonological/inton-
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ational and semantic/informational structural information seem to be most dir-
ectly correlated. Do we need to forge a direct connection, or are the relationships
more subtle? Biiring proposes an account whereby a single syntactic representation,
which contains formal features such as F (focus), and CT (contrastive topic), is
seen by both the phonological and interpretational modules of the grammar. He
argues that there is no need for a level of information-structure representation
per se, and further that there are formal syntactic features that have predictable
effects at the interpretational interface. For Biiring, these effects are discoursal and
not directly truth conditional in nature, although they can be modelled in terms of
an update function from context to context. Focus is marked according to lack
of “givenness” in the sense of Schwarzschild (1999), but is also affected by general
principles relating to Question—Answer Congruence (QAC). The phonological
interface operates with an entirely different vocabulary, and interprets the
formal features as constraints on the placing of pitch accent, nuclear pitch accent,
and intonational tunes within the context of a general prosodic implementation
involving both specific rules and defaults. Biiring finally considers the effect of
information structure on constituent order in various languages. Here he suggests
that some movements are clearly triggered by prosodic constraints. He discusses
the implications of this for a derivational view of syntax: such a view would either
have to embody “anticipatory” movements, or allow optional movements while
filtering out ill-formed derivations at the interface under a matching condition.
The latter system would be equivalent to a direct non-derivational mapping
between prosodic and syntactic structure, and would raise the issue of whether a
derivational view of the syntactic component gives the most natural modelling of
the relation between syntax and prosody.

Potts takes the old definition of conventional implicatures from its Gricean
source and argues that, far from being a class of meanings with no coherent
identity, it singles out a distinct and pervasive phenomenon in natural language.
He shows that the class of meanings does exist which is at once (a) linguistically
driven, (b) non-defeasible, and (c) independent of the main assertive content (“at-
issue” content) of the sentence. This turns out to be the class of appositive,
speaker-oriented meanings with its own particular syntactic and semantic prop-
erties. He first shows that these meanings must be distinguished from presupposi-
tions (with which the old class of conventional implicatures has often been
wrongly conflated), conversational implicatures, and at-issue content. He then
argues that, given the parallel contribution of these items to the at-issue content
(despite their syntactic integration), there are two obvious ways to create a
compositional analysis of their systematic contribution to meaning: assume
non-standard syntactic structures with a non-standard syntax—semantics map-
ping; or use a standard tree architecture within a radical multidimensional se-
mantics. Potts argues that the former route is both theoretically undesirable and
empirically problematic and develops the latter as an elegant formal solution to
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the problem. The impact of this class of meanings and their solution drastically
alters our view of the structure of meaning representations: the multi-dimension-
ality it embraces has implications for the syntax—semantics interface and the
relationship between semantics and pragmatics.

Beaver and Zeevat take on the complex and intricate problem of accommoda-
tion, which sits right at the interface between semantics and pragmatics. Since
Lewis (1979) accommodation has been understood as the process by which
speakers “repair” presupposition failures to achieve felicity in discourse, and as
such it has been closely tied up with the research on presupposition. As with
presupposition, the phenomena treated here extend the question of the various
roles of syntax, information structure, discourse representation, and conversational
principles in accounting for the ways in which speakers negotiate meanings.
Presupposition triggers come both from open-class lexical items (such as verbs
like stop and realize), functional items such as determiners, and even certain
constructions (such as clefts). Beaver and Zeevat argue that the complex process
of accommodation is not a mere pragmatic accessory, but is “at the heart of
modern presupposition theory” and not distinct from the problem of presuppos-
ition projection. Like the latter, it seems to be sensitive to syntactic domains and/or
levels in discourse representation structure. The specific location and nature of
accommodation also seems to be guided by conversational implicatures, informa-
tion structure, and specific contextual information, although the debate continues
about the centrality of these different influences. A further intriguing problem for a
systematic and unified treatment of the phenomenon of accommodation lies in the
fact that certain presuppositional elements such as too, definite determiners, and
pronominals, seem to require discourse antecedents explicitly and cannot be
“saved” by post hoc accommodation of referents. An important question raised
for language is not only why there should be linguistic items that trigger presup-
positions in the first place, but also why such differences between them in terms of
possibility of accommodation should exist.

PART IV ARCHITECTURE

Because of the recent changes and re-axiomatizations ushered in by the Minimalist
Program (following on from Chomsky 1993), the architecture of the grammar and
its relation to the interfaces and levels of representation has been subject to more
internal scrutiny and questioning of assumptions. Part IV addresses issues con-
cerning the overall model of grammar.
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Boeckx and Uriagereka present an overview of the issues that have motivated
generative grammar and the changes within the specifically Chomskian line of
thinking that culminates in the Minimalist Program (MP). They argue that the
MP shows clear continuities with Chomsky’s earlier thinking, and that it represents
an advanced stage of theoretical understanding of the core syntactic and interface
issues. In particular, they show that it allows novel and more explanatorily adequate
analyses of phenomena such as existential/expletive constructions in natural lan-
guage. They take these constructions as their case study since it is one of the most
basic and simple constructions on one level, but also because it is representatively
complex in implicating many different (simple) interacting elements of grammar.
Their strongly derivational minimalist approach to the particular problem of exple-
tive constructions is used to demonstrate that the minimal devices present in this
theory are sufficient to account for a phenomenon of great internal complexity. One
interesting interface issue is raised by the prospect (made available in the MP) of a
dynamically split model of multiple spell-out, in which the interfaces at PF and LF are
accessed cyclically and locally in derivational chunks or “phases”, based on a parti-
tioned numeration. This theoretical option gives a rather different architecture and
makes different predictions from the pre-MP T-model. On a more conceptual level,
Boeckx and Uriagereka argue that minimalist theorizing allows new and deeper
questions to be asked about the relationships between grammar and mind/biology.

Steedman, in his chapter, argues that many basic minimalist tenets are sound
and that our model of grammar should indeed be driven by our understanding of
the necessary properties of the minimally necessary interfaces with sound and
meaning. He gives a proposal for the form of the intervening derivational module
which combines these basic prerequisites with the insights of computational and
non-derivational frameworks (claiming that such a convergence is both timely and
necessary, given that the ideal is a model in which competence and performance are
closely linked). Essentially, he argues for a version of categorial grammar (Com-
binatory Categorial Grammar) which can be translated into a system of produc-
tions for generating information structures and syntactic-category structures in
parallel. The novel aspects of his proposal (from the point of view of mainstream
minimalism) lie in the fact that traditional notions of constituency are abandoned
in favour of a more flexible mode of combination, and that final word order is
argued to be under lexical control. Steedman motivates the flexibilities in constitu-
ency with data from the groupings found in intonational phrasing, and shows that
the account he proposes can also account for classic cases of crossing dependencies
in Dutch. The system also depends on re-evaluating the role of the numeration:
rather than starting the derivational process with an arbitrarily chosen multiset
of lexical elements (which may support more than one distinct string in the
language, or no string at all), the numeration is simply the ordered multiset of
terminal lexical elements of the derivation. As such, the notion of a numeration is
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largely redundant, being entirely determined by either the string or the derivation,
depending on whether the analytic or generative viewpoint is taken. The advan-
tages of the Steedman system are that PF, S-structure, and intonational structure
can be unified under a single surface derivational module capturing many
otherwise problematic correlations. At the same time, the model conforms
with standard desiderata of having syntactic rules be universal and invariant,
with language-specific information being relegated to the lexicon. In an important
way, Steedman’s model is much more lexicalist than the MP: word order and all
bounded constructions are controlled by lexically specified information. With
respect to word order, it is important to recognize that under certain versions of
minimalism (i.e. those involving elaborate movements to derive word order effects
(cf. Svenonius, this volume)), the triggering features and parametric differences
distinguishing languages with different word orders are currently fairly obscure.
Steedman’s solution to locating these effects is an unashamedly lexical one. The
issues in this Chapter thus also bear on the debates elsewhere in this volume
concerning the independent status of the lexicon as a module of grammar, and
on the contribution by Jonas Kuhn on constraint-based models of grammar which
clearly place considerable weight on the lexicon as a module.

Kuhn considers the notion of interface from the point of view of non-deriv-
ational theories of grammar—specifically LFG and HPSG. As he points out, in
some sense the notion of interface gains greater prominence within this class of
theories than in either the Principles and Parameters framework or the MP. For the
latter theories, there is one derivation (possibly with levels of representation linked
by transformations) and the only “interfaces” are with modules outside the
domain of the computation—minimally PE, LF, and possibly the Lexicon or
Morphology if these are to be considered distinct modules. Within constraint-
based theories, transformations are eschewed in favour of parallel representational
modules with potentially different primitive elements and internal relations. A
particular complex network with parallel representations in different domains is
well formed if it can be successfully “unified”. Under this view, every set of
constraining relations between one module and another constitutes an “interface”.
Thus, for every level of representation or module there is a potential interface with
every other module, since the modules form a network rather than a serialized
pipeline set of representations. Kuhn offers a perspective from which the drive to
eliminate modules does not exist. Within these theories, the claim is that distinct
modules do more justice to the heterogeneity of linguistic generalizations and
mismatches between domains than do theories which attempt to reduce the
important domain of generalizations to very few modules. In addition, the per-
spective is different because the mapping principles themselves constitute the
interface between highly articulated levels of representation. Within the MP, the
syntactic computation is the mapping between the “interface” levels of PF and LE
It is important to keep this difference in the interpretation of “interface” in mind
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when approaching constraint-based theories, and to see what a difference in
perspective it implies: from a constraint-based point of view, minimalists are
actually pursuing a highly elaborated explanation of the interface between the
representational levels of PF and LF, albeit couched within a derivational metaphor.

The issues explored in this volume are still in many cases open for debate. We do
not think that it is appropriate to argue for any particular position in this
introduction, but we feel that the issues that emerge most forcefully from this
collection are (i) the scope and limitation of the syntactic component, and in a
parallel way (ii) the autonomy of phonology. Although many of the debates remain
inconclusive, we do believe that the chapters in this book are useful and original
contributions to the most important questions in the field today.
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CHAPTER1

INTERFACE AND
OVERLAP IN
PHONETICS AND
PHONOLOGY

JAMES M. SCOBBIE

1.1 BORDER DISPUTES, POLITICAL AND
TOPOGRAPHICAL

The concept of an interface in linguistics implies a connection between two
distinct theoretical domains, each concerned with a distinct group of linguistic
phenomena. If the domains or phenomena are very different, the purpose and
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nature of an interface in the theory is to state (explicitly and without redundancy)
any necessary connections between what would otherwise be independent aspects
of the grammar. On the other hand, if the domains or phenomena have numerous
similarities, the interface is additionally characterized by theoretical competition
between descriptions of and explanations for particular phenomena. In this situ-
ation, linguistic data are thought to be capable of providing evidence for particular
theories of modular demarcation. Signature phenomena acquire the status of being
theoretically crucial puzzles, and if generally acceptable solutions are found, they
define the watershed for a generation of researchers until better data, broader
research questions, or theoretical innovations come along to disrupt the consensus.

The phonetics—phonology interface is very much of this confrontational type.
There is a pressure to circumscribe, describe, and explain any a priori “phenom-
enon” in the sound system theoretically from either a phonetic or a phonological
perspective. Therefore, both descriptive and theoretical research converge precisely
on those phenomena which cannot easily be apportioned. Consequently, the
literature is dense with competing theoretical proposals for what, despite some
variation, are labelled as the “same” phenomena. Some research may explicitly
evaluate the evidence that a phenomenon should belong discretely to one module
rather than the other, even in the situation where the phenomenon itself is
somewhat nebulous. More commonly, phenomena recur as topics for reanalysis
within one domain or the other, where the goal is to remove any arbitrary
stipulations needed in previous theories, without typically calling the modular
affiliation of the phenomenon into question. And as for splitting the behaviour in
question between phonetics and phonology as a solution to those arbitrary stipu-
lations—this is thought either to deny the phenomenon’s existence as a homogene-
ous entity or redundantly to duplicate the analysis.

An increasing number of phoneticians and phonologists have taken the phon-
etically grounded character of some indisputably phonological phenomena (such
as categorical assimilation or lenition) as a signal that only fresh phonetically
oriented empirical and theoretical research can hope to resolve these boundary
disputes, thereby enabling more satisfying explanations for the underlying systems.
In fact, finer-grained data can also add to our problems. Phonetically detailed
studies of multiple speakers reveal the extent of language-specific control of
phonetic targets (often resulting in subtle interspeaker variation) in phenomena
that are firmly within the phonological canon. Such work shows the extent to
which subtle, gradient, and variable (i.e. phonetic) patterns exist alongside the
gross and categorical (i.e. phonological) ones previously easily detected via native
speaker intuition and impressionistic transcription of individuals or small
homogeneous groups of speakers. My feeling is that an increased rate of phonetically
sophisticated research will uncover more cases of such parallelism as well as adding
phonetic detail to uncontroversial phonological patterns.
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Of course, even broad impressionistic data can reveal parallels between patently
contrastive and non-contrastive phenomena. The topic was perhaps most influen-
tially discussed by Halle (1959). Thereafter, to some extent, it was regarded by many
phonologists as a problem solved: homogeneous phenomena should not be split
across modules. Consequently, in most generative phonology, surface structure is
specific enough to enable the representation of a great deal of redundancy, with a
consequential emphasis in phonology towards the rules that govern it. Even a
radical increase in the theoretical importance of constraints on surface represen-
tation has not yet been reflected in any deep concern over the complete lack of any
scientific basis or objective definition as to which phenomena should, and which
should not, be represented at all in surface structure. To put it as a question: what
counts as phonological data? What gets into surface structure in the first place? The
presence of some types of allophonic variation in surface structure will require
different theories of constraints and constraint interaction than others. But despite
the fact that phonological theory is utterly dependent on the inclusion or exclusion
of particular phenomena from the set of relevant data (because capturing certain
patterns may require extensions to the expressive power of the formalism), the
main reawakening of interest in the theoretical importance of the interface to
phonology has come, it seems to me, from the relatively small number of re-
searchers who are interested in understanding quantitative phonetic data or whose
interest has been the interface in its own right. Yet if the surface representations
which phonological theory aims to generate are arbitrary, idealized, and at the
whim of the phonologist, then the repercussions for phonology extend far beyond
the merely substantive issue of whether some low-level phenomenon is given an
analysis or not. For surface-oriented phonology, the interface with phonetics is its
foundation and defines its remit, and is not an avoidable, peripheral topic.

So, my prediction is that debates about phenomena which straddle the fence
between phonetics and phonology will increase in number and complexity, and in
addition to providing descriptive subtlety, the theoretical value of detailed empir-
ical work will also be more widely appreciated. For reasons that I will try to make
clear below, however, I do not think this more scientific approach to phonology
means that such debates will or should reach a settled conclusion. Consequently,
my aim here is to present very general issues which I think are especially relevant to
evaluating theories of the relationship between phonetics and phonology rather
than to review previous work on the interface or specific phenomena.

One reason for an increasing exploitation of phonetically oriented concepts and
data by phonologists is that new, relevant, comprehensive, and complex data on
phenomena of long-standing interest can be obtained (with relatively little effort)
directly by phonologists, in a way simply not possible a generation ago. The rate of
quantitatively based arguments in the literature does seem to be increasing. This
is largely due to the ready availability of what used to be highly specialized
and expensive acoustic-analysis hardware and software. Now any phonologist can
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present new arguments based on the type of data which may previously only have
been found in the phonetic or psycholinguistic literature, though not always, it
must be said, with such a reliable or rigorous methodology, and sometimes with
disturbing naivety. What is not yet changing is the preferred method of resolving
disagreements about the phonological status of difficult cases such as marginal
contrasts, positional allophony, parallels between morphophonemic and allophonic
alternations, and parallels between continuous distributions and more categorical
phonotactics. Generally, solutions propose moving the theoretical fence marking
the border between the domains to shift the affiliation of the phenomenon, or argue
that the entire phenomenon must be moved into the other domain.

Why? Because our generative phonological tradition relies exclusively on discrete
categories, while phonetics permits (demands) continuously gradient and non-
categorical models. When the theoretical fence is shifted “down” such that phon-
ology is augmented (in a way that echoes Halle’s approach) in order to deal with
prima facie “lower-level” phenomena, phonology ends up with a very large num-
ber of very small phonological categories and distinctions which do not themselves
seem to be needed to express contrast or otherwise percolate upwards. Alterna-
tively, if the remit of phonology is kept small by moving the fence “up”, focusing
phonology on core “high-level” phenomena such as discrete phonemic contrast,
then it is phonetic theory that must be augmented. Thus incompatible solutions to
the nature and location of the interface exist in the field even if there is a shared
view that the interface fences off phonological from phonetic phenomena.

Let us pause for a moment, because metaphors of fences beg some questions.
First, let us change from the physical fence to a comparable but more abstract
concept, the border. Now, instead of beginning with a simple modern political
border—a line on a map representing a real but abstract boundary arbitrarily
passing though and over all topographical features—think instead of a huge and
(in parts) impenetrable forest of thorn trees, and the two politically independent
city states which it separates. Though the existence of a border is indisputable in
political and physical terms, its location as a precise line on the map (compare
phonology) or on the ground (compare phonetics) is somewhat arbitrary and
clearly subject to challenge. The border is an abstract expression of the categorical
distinctness of the two political units, and in this case it is patently also motivated
by functional/markedness factors, for the physical impenetrability of conditions on
the ground has contributed to the independence of the states. Nevertheless, the
jurisdiction of either city state over this or that part of the frontier forest is
increasingly arbitrary and indeed fanciful, the further into or across the forest it
is drawn, from either state’s point of view. The physical instantiation of the
categorical political border is wide, moveable, and penetrable (making it arbitrary
in the fine detail of its location), and both its existence and character are explained
by reference to the natural landscape. Think of the difficulties if a linear represen-
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tation of this border had to be agreed diplomatically. Would it be equidistant from
the (rather indeterminate) “edges” of the forest? Would it follow river valleys or
watersheds? Would the stronger state claim the entire border territory as its own?
Different (reasonable) ideas (compare “principles” of grammar) will compete, but
no precisely located border can be an accurate interface other than in an arbitrary
way, let alone explain the city states’ independence. Moreover, a focus on categor-
ical “independence” fails even to address the undoubted partial similarities and
connectedness that will be found when these two states are viewed from a wider
geopolitical context. So, when talking of a linear fence-like interface, we must be
aware that we are making a number of strong assumptions, most of which are so
deeply embedded in the mindset of the generative linguist as to go unchallenged.

Demarcation problems within abstract synchronic grammar are dwarfed by the
challenges arising from the assumption of a linear phonetics—phonology interface
in acquisition, speech pathology, sociolinguistics, diachrony, or other areas involv-
ing systems comparison. For example, the diachronic emergence of phonemic
contrast from previously phonetic patterns over decades or centuries tends to be
modelled by phonologists as a discrete trans-generational movement of phenom-
ena from one module to the other. While such a model permits two individuals at
some point in time to differ in how they grammaticalize ambiguous input data, it
does not permit either speaker’s grammar to be indeterminate or flexible. Groups
of speakers can be indeterminate; individuals can vary; but in the generative
tradition the mental grammar of an individual cannot be non-deterministic: the
grammar itself cannot fail to choose whether such-and-such a phenomenon is
phonological or phonetic, let alone permit both readings simultaneously (perhaps
with a statistical bias one way or the other).

In this chapter I will briefly review some competing conceptions of a discrete
interface, because this is the more normal perspective, but I will also consider the
possibility that phonology and phonetics overlap on cognitive and theoretical levels
as well as superficially on the empirical level. The very existence of an ambiguous
no-man’s-land between phonetics and phonology may reflect (and be reflected by)
the non-deterministic mental representations in the systems of individual speakers.

1.2 How MANY PHONETICS—PHONOLOGY
INTERFACES ARE THERE?

One highly simplified aspect of the interface that is commonly found (see below) is
that phonetic stuff in all its redundancy is seen as the output of a function
of phonetic “implementation” or “interpretation” to which phonological surface
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structures are input. More generally, this must be a bidirectional relationship
between the domain of abstract and categorical relationships and entities (some-
how implemented in cognitive structures within the individual, where multiple
individuals possess congruent abstract systems) and the domain of gradient,
continuous parameters (implemented in real space and time) which can be shared
by multiple individuals via visual and acoustic modalities. Speech production and
perception are real-time instantiations of the interface because they relate continu-
ous real-time events to stored (categorical) knowledge. Phonological practice
usually tries to capture just some of these aspects of the interface while being
insulated from real-time psycholinguistic processing, and I too will shy away here
from neurolinguistics and psycholinguistics as much as possible.

Even under such an overly limited view, phonetics and phonology can and have
been defined in many and varied ways, and there are therefore many conceptions of
“the” interface within the broad church of generative grammar. What I will try to do
below, rather than listing and comparing these in any detail, is to try to model some of
the more general underlying themes which motivate particular models, then sketch
some broad families of interface types within that overview, relying heavily on other
previous reviews of the literature and the interest of the reader to fill in the specifics.

One common assumption is that it is only a phonological level of representation,
specifically, the “surface” representation, which shares an interface with phonetics.
Nevertheless, it has often been observed that aspects of phonological theory
employed in all levels (whether principles, units, or rules) vary in how phonetically
grounded they are. In that sense there is an “interface” for theories and theoretical
constructs which deal with the phonetic underpinning of phonological theory
itself. This logically separate aspect of the relationship between phonetics and
phonology is somewhat tangential to the thrust of the discussion, but should not
be forgotten because it is so crucial theoretically.

As mentioned, the location of the interface is intimately related to different
definitions of the remit of phonology and phonetics. But other concerns also result
in the inclusion or exclusion of particular classes of phenomena from the to-do lists
of phonologists and phoneticians, independently of changes to the relationship of
these, one to the other. This is because each area has interfaces with other
grammatical and non-grammatical systems. Take phonetics, for example. We all
have our own unique vocal-tract physiology that must be used to convey linguistic
in addition to merely indexical information. Are both the concern of linguistic
phonetics? Surprisingly perhaps, the answer may have a bearing on the phonetics—
phonology interface. For other examples, consider the shape of the palatal arch or
the ability to mimic other people’s voices. These are both generally excluded from
most definitions of linguistic phonetics (though both may be relevant to the way an
individual learns their language or functions as a speaker), because phonetic and
phonological systems comprise abstract universals of grammar plus linguistic
specifics that can be and must be learned by all speakers.
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Atypical vocal-tract structures or abilities are of interest, however, if the “ideal-
ized” speaker-hearer is understood as a member of a normal distribution rather
than as a decontextualized ideal, for atypicality is part of the normal distribution.
Phonetics aims to study patterns and systems in a normalized physiological/
mental setting, using evidence from specific examples of learning in childhood,
application in production and perception, and storage in the brain. Like phonology,
phonetics theory is interested in systems (of a spatio-temporal character).

Of course, since phonetic data is typically from our physical universe, embody-
ing aspects of real space and time, phoneticians must be trained to interpret noisy
real-world data. These skills make them disposed to address other physical and
quantitative aspects of speaker behaviour, so non-linguistic phonetics is highly
relevant to phonetic research. Phonologists’ skills, on the other hand, lead them
away from phonetics towards abstract relations between contrastive units. The
fields come together when phoneticians address the subset of a language which
directly relates to the realization of those abstract relations and when phonologists
seek to explain aspects of the abstract patterns by reference to those self-same
phonetic realizations.

1.3 A GENERAL MODEL OF THE GENERATIVE
INTERFACE

There are four particularly useful, comprehensive, and insightful collections of
papers relevant to the phonetics—phonology interface, incorporating summaries
and position papers by many of the major figures in the field, as well a recent review
paper (Cohn, in press) which touches on many of the same topics raised here, and
the longer view of Ohala (1995). These collections are Volume 18 of the Journal of
Phonetics, containing the special issue on Phonetic Representation (Beckman 1990)
as well as other papers (Ohala 1990; Lindblom 1990); the more recent and extremely
useful book Phonological Knowledge (Burton-Roberts, Carr, and Docherty 2000);
the special issue of Phonology (Gussenhoven and Kager 2001) on Phonetics in
Phonology; and another special issue of the Journal of Phonetics (Hawkins and
Nguyen 2003). Also highly relevant is the literature in the Laboratory Phonology
subfield which attempts to bridge the gap between experimental phonetics and
formal phonological research by recasting phonology as a quantitative science
(Pierrehumbert, Beckman, and Ladd 2000), and the move to integrate these and
other phonetic findings into relatively traditional generative grammar by extending
the scope of the phonological apparatus (Boersma 1998; Hume and Johnson 2001;
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Hayes, Kirchner, and Steriade 2004). See also Fodor (1983), whom I take to be
broadly representative of a modular standpoint. Rather than resummarizing these
rich and essential resources in their own terms, I will present a very general model of
the interface which may enable the reader to evaluate the overlapping and competing
summaries (and models) themselves.

In this general model, phonetics and phonology differ in two independent
dimensions which in any particular model will tend to be combined. Since different
researchers attach more or less importance to one dimension or the other, it can be
extremely hard to evaluate the arguments of one position against the orthogonal
arguments of another. One dimension reflects an obvious a priori motivation for
the modularization of phonology and phonetics, namely, the cognitive (or social?)
vs. physicalistic instantiation of sound systems. Adopting a strong position on this
symbolic-physical duality means there must be an interpretative relationship
between phonetics (physiological, kinematic, aerodynamic, acoustic) on the one
hand and phonology (psychological, signifying, algebraic) on the other. This is a
conception of the phonetics—phonology interface which Hale and Reiss (2000a:
169) call transduction, citing Pylyshyn’s work in cognitive science in which gener-
ally symbol-processing cognition (and the principles underlying it) must be logic-
ally separate from the semantic issue of how the symbols relate to substance. This
non-arbitrary relationship of transduction generalizes over the psycholinguistic
processes of speech production and perception (and, it seems to me, acquisition).
In Figure 1.1, the horizontal dimension of dissociation between phonology and
phonetics represents transduction, the relationship between substance and form.

Cognitive Physical
Contrast Phono|ogy
Phonetics
Detail

-/

Fig. 1.1 Interfaces: discrete transduction (T) and relative concreteness (C)
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Phonetics and phonology are used as labels for two clearly demarcated and non-
overlapping domains: whereas the former must deal with events in the physical
realm, the latter must characterize abstract relationships (typically conceptualized
as cognitive systems of mental representation). Hale and Reiss condemn the trend,
found even in the most highly formalistic symbol-processing research, to try to
incorporate findings from phonetics as functionalistic principles expressed within
formal phonology, or to explain patterns of markedness from within the symbolic
formalism. (Despite the trend towards functionalistic “grounding” of phonology
in phonetics, which Hale and Reiss criticize, dualism is, rather ironically, generally
reflected in practice by the very different research cultures and methods found in
experimental phonetics and theoretical phonology.)

The a priori need for an interface is also justified on another set of grounds.
These arguments will be presented as an independent dimension, represented
vertically in Figure 1.1, though the fields of phonetics and phonology do actually
differ in both dimensions simultaneously, which is why they are represented
diagonally in the figure: but crucially I do not want to collapse the justifications
for the separation of phonetics and phonology into one composite dimension.
Most discussions of the interface intermingle aspects of both, paying more atten-
tion now to one, now to the other. This makes the various claims about the
interface in the literature rather difficult to compare, and it may help us to keep
a dimension of “fine, gradient, and natural patterns” vs. “categorical and unnatural
patterns” separate from another dimension of “cognitive” vs. “physical” in following
the various arguments that are put forth. It is hard to find a term able to capture all
the non-transduction differences between phonetics and phonology, but because
I think most relate to the relative abstractness vs. the descriptive accuracy of
grammars (i.e. the scope of the grammar and how phonetically accurate it should
be), I will adapt my previous terminology (Scobbie 1997) and call the entire
dimension “concreteness”.

I take it as axiomatic that phonology, by definition, has abstract systems of
lexical contrast as a central property, while phonetics relates crucially to richly
redundant language in the oral-aural channel. Thus the key characteristics attrib-
uted to phonetic and phonological phenomena are not determined by the trans-
duction relation alone, but also by the concreteness of the respective systems.

I wish to avoid at this stage the implication that transduction must also be a
relationship between detail and generalization, but rather stress its logical inde-
pendence. This point should be clear even if it is not quite clear how transduction
relates stuff to structure or indeed whether a different conceptualization of the
relationship of the mental to the physical would be preferable (cf. Carr 2000). So,
in what ways are phonetic detail and phonological structure irrelevant to this
dimension? First, physical substance of whatever level of specificity is related by
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the transduction dimension to all linguistic information, not just phonology.
Substance (primarily brains, bodies, and the air) provides the media in which
speaker-hearers instantiate, store, embody and collaboratively transmit their
linguistic structures. The structures comprise semantics, discourse, abstract mor-
phophonemic relationships, phonological contrast, detailed language-specific or
sociolinguistic phonetic targets, speaker-specific tendencies, etc., plus, of course,
non-linguistic information. Secondly, each language user has to have a cognitive
systemization of both the phonological and the phonetic aspects of their sound
system, at least on most linguists’ working usage of these terms. Moreover, such an
internalization of abstract relations and the precise details needed to, say, control
the speaker’s own (changing) articulatory system, occur in the context of each
speaker-hearer’s unique genetic endowment for language, cognition, and physi-
ology. (At this stage I would like to retain the option that grammatically learned
information shades off into both the universal and the idiosyncratic, each of which
will be detectable at the periphery of a grammar’s system.) If it is reasonable to say
that “language-specific phonetic patterns exist”, then the cognitive system itself
cannot by definition be free from the representation of phonetic detail, though it
may be, by definition, free of the actual substance in Hale and Reiss’s sense. Finally,
since aspects of both phonetics and phonology are learned, that is, are made part of
an individual’s grammar, then aspects of the interface are learned too. Thus there
must by definition be a dimension of interface that does not equate to the
transduction dimension, and the interface as a whole is not exhausted by the
cognitive/physical interface, however it is characterized.

I have noted above that there is little effort in contemporary phonology to solve
the Concreteness Problem by defining the extent to which non-contrastive aspects
of sound systems are incorporated or not into phonological theory. There is,
however, one widely adopted assumption, or rule of thumb. Since phonology has
the categorical phenomenon of contrast at its core, many phonological theories are
couched in categorical symbol-processing formalisms. In practice, the interface is
defined to occur at that level of concreteness where evidence can be found that
phenomena are continuous or gradient rather than discrete and categorical. And,
since concreteness is conflated with transduction, the interface is often seen as
being utterly discrete.

In order better to compare and understand different approaches to phonetics
and phonology and their interaction, I will avoid begging the question that there is
a discrete and uni-dimensional distinction between abstract, categorical phono-
logical and concrete, gradient phonetic representations in the grammar. Given the
two dimensions in Figure 1.1, I can keep the options open even if I assume that
transduction is strictly binary at this stage (not least because I am ignoring the
neurophysiological aspects of language perception, storage, and production which
I think complicate this view), whereas the concreteness dimension is, a priori, less
obviously modular in this way.
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There are nevertheless two broad conceptions of the interface. It may be a crisp,
clean, and principled delineation in which phonetics and phonology are modular
in function and in form: a modular interface. On this view, arguments based on
both transduction and concreteness will reveal the strictly modular nature of the
interface. It may be, however, that the interface is more like an overlap. The latter
position would appear to have one a priori advantage: it would at least be able to
explain why successive attempts to find the location of a modular interface have
been so varied (i.e. unsuccessful). Under the overlap hypothesis, the interface
combines aspects of discrete modularity with non-modularity. On this view, the
interface would not really resemble the relationship between abstract political
borders and actual geographical and social situations on the ground. Rather,
phonology and phonetics would have a transition zone, like a tidal shore ecosys-
tem, which is defined by its dynamic transitions between seabed and land surface.
Sea and land are (like cognitive and physical domains) categorically distinct, but
the tides create a habitat in its own right. The dynamic nature of tidal habitats has
selected for many species which are specifically attuned to this ecosystem, even
though they are closely related (i.e. in a non-categorical way) to other land-based
or sea-based flora and fauna. If we see some phonetic or phonological phenomena
as being characteristic of the overlap itself, we might be able to avoid the continu-
ing attempt to attribute them exclusively to either phonology or phonetics, a
process which I think may ultimately be doomed to circularity. Overlap does not
imply loss of identity: the land and the sea are not the same and neither are
phonetics and phonology.

Before going on to discuss contemporary models of the interface a bit more
specifically, it would be useful to explore very briefly the characteristics of phon-
etics and, more significantly, phonology. As might be expected, there are some core
meanings for these terms which together pick out just a subset of the aspects of the
sound structures of language which phonology and phonetics cover in practice.
The core concerns of each domain do not even appear to touch. It is only when
they are taken in broad view that they need an interface, and by then, the clarity of
each discipline can get lost.

1.4 PHONOLOGY

Phonology is primarily about structured systems of lexical contrast, being a theory
of how each language maintains a lexicon of tens of thousands of words by
systematizing the ways in which the form of each word can differ from the forms
of others, using a relatively small number of meaningless components which recur
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in different positions and combinations. It is, or should be, more than this, but
cannot be less, so let us consider the core characteristics first. For example, consider
the contrast in lexical meaning signalled by the different sounds of English big and
hullo. Listing all such categorically distinct lexemes is a simple and finite problem,
but would not address the basic insight that each language has a phonemic system
of distinctiveness. Understanding such systems is the goal of phonological research.
The phonologist therefore has to present arguments as to the identity of the basic
units of contrast, and their combinatorial possibilities; both universally and in a
particular language. Such analyses are not simple or clear-cut, and so form the basis
for fascinating theoretical and empirical debates.

Notable sub-lexical units of contrast are the segment and/or the feature. Both
enable us to systematize and define “phonemic” contrast on a basic level: minimal
distinctiveness involves a change in just one basic unit. For example, bigand pig are
a minimal pair because their differences are encoded phonologically in a single
segment, and indeed in the value of a single distinctive feature. (Either is suffi-
cient.) The featural level of analysis allows the phonologist to identify natural
classes of contrast among different phonemes by reusing the same feature (let us
call it /VOICE/) for different pairs of English words such as train and drain, Sue and
zoo, or nip and nib. This necessitates the postulation of the same minimal difference
across different structural positions; and in different groupings of features (i.e.
different segments) in the same position. These analytic steps immediately abstract
away from the very different phonetic relationships between, say, stop and fricative
pairs or initial and final pairs (see below), because patently the /VOICE/ dimension
is not, and need not be, related in any simple or invariant way to phonetic
parameters such as consonantal phonation. The ability to insert, link, or spread
features to redundant positions enables two words that differ phonologically in
more than one segment in surface representation to be treated as a minimal pair.

Alternations between forms of a word or stem, if the forms are analysed as
comprising different distinctive units, are also a key part of phonology even though
they do not involve a change in lexical meaning. Rather, we say that a unit such
as the word has systematically conditioned phonological variants. Alternation is
therefore postulated when there are some reasonable grounds for assigning differ-
ent featural analyses to (a set of) words or stems in different environments. To take
a simple case, the phonological environment of a following vowel seems to
condition an /r/-final form of all non-high word-final or stem-final vowels in
many varieties of British English. Lexemes such as saw alternate between an r-ful
form (e.g. in saw it, sawing) and an r-less form (e.g. in saw Kim, saws). The presence
vs. absence of the rhotic is typically seen as a phonological phenomenon.

More often, sub-segmental variants may be conditioned, such as the voiced and
voiceless variants of the simple plural or past-tense suffixes of English. It is crucial



INTERFACE AND OVERLAP 29

to note that only a small subset of all the variation which can be found is treated as
phonological; usually phonological status is reserved unless there are categorical
changes in sound which can neutralize contrasts or feed other phonological rules.
These criteria can be hard to prove. Phonetic similarity seems to be another
criterion used in practice to avoid some logically possible alterations.

Allophonic variation is also a key part of phonology. It is the corollary of the
claim that the same contrast or featural difference can occur at different places in
structure, because the structural context has such a pervasive influence on phonetic
form. (Indeed, different structural positions, as a functional consequence, have
different potentials for encoding phonological systems.) For example, consider the
two English pairs tear—deer and neat—need. Typically, both pairs are said to exem-
plify the same phonological contrast, at different places in structure. But of course
the phonetic instantiation of the difference between the members of each pair
differs a great deal, because the stops are post-vocalic in latter case and pre-vocalic
in the former. In most varieties of English, there will be an aspirated stop in fear
and an unaspirated one in deer. In neat and need, however, other phonetic cues to
the contrast apply, perhaps relating to a greater vowel duration before /d/ or
glottalization of /t/. In most phonological analyses, /t/ is encoded phonologically
with identical phonological featural specifications in both words, meaning that the
/t/ phoneme in English has two allophones rather than having two different /t/
phonemes, one restricted to initial position and one to final position. Instead, the
linguistic systemization of contrast results in observably different contrasts being
brought in under the same set of context-independent phonological descriptors.

It is crucial to realize that the step of equating an initial phoneme @, and a final
phoneme @, via an allophonic relationship does not in any way define the
allophonic relationship itself as either phonological or phonetic. This is abso-
lutely still a matter that is open to theoretical argument and empirical investiga-
tion. If the predictable differences between @, and ®, can best be handled with the
theoretical machinery needed elsewhere to express phonemic contrast, then the
allophony is likely to be regarded as phonological, but if some other mechanism
that is never used theoretically to encode contrast is used, then the allophony is
going to be called phonetic: T used this sort of argumentation myself in Scobbie
(1995). Thus even when it is unarguable that @, and ®, are the same phoneme it
may not be clear which side of the interface specifies the differences. Is there a
phonological specification in English in surface structure for short vs. long vowel
duration; or vowel nasalization; or flapping; or aspiration; or light vs. dark /1/; or
pitch; or any other of the well-known (and lesser-known) low-level allophonies?

Alternation and allophony often interact. Consider the situation in which word-
initial @, and word-final ®, are accepted as allophones of the same phoneme ®,
and a word-final consonant ®, alternates between two variants ®,, and ®,5 in
conditioning environments A (pre-vocalic) and B (pre-pausal). The pre-vocalic
environment in which ®, is found is therefore more similar to A than B and a
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word-final consonant ®,, is more likely to resemble a word-initial ®, than the pre-
pausal @,5. Does this mean that ®, and ®,, are phonologically identical, or that
®,, and @, are phonologically distinct, or both?

Even with details of the phonetic differences and/or speaker intuitions, different
decisions about the phonological identity of @, and ®,, in surface structure in
such situations are possible, as we can see from the many debates in the literature.
Phonological considerations vary from one school of phonology to another, and so
do phonetic considerations. Simple empirical data on its own will not provide an
uncontroversial answer, because @, and ®,5 cannot be phonetically identical
(because of pervasive differences between word-initial and word-final position
even in connected speech), and speaker intuitions about such situations tend to
vary and/or be gradient, or influenced by orthography or sociolinguistic attitudes.

Similarly, the differences between ®,4 and ®,p are likely to be assigned to
phonetics by researchers if they are subtle variation of a type which does not
seem to be found used as a major cue to contrast in other languages or contexts,
or is too gradient or variable to be thought of as being in the same component of
grammar as phonological contrast, but such properties are in the eye of the
beholder. Since phonology’s irreducible goal is the analysis of contrasts and
contrast-like relationships, without some additional grounds for postulating a
phonological alternation between ®,, and @, on the one hand, or a phonological
allophony between @, and @, on the other, the panoply of systematic relationships
in the sound system (whether discovered by instrumental research or broad
transcription) should probably be assumed to be phonetic unless reasons are
presented as to why they achieve the status of phonological data. Such arguments
could be the phonetic arbitrariness (i.e. unnaturalness or marked nature) of the
variants or conditioning environments, similarities between the variants and
demonstrably contrastive units or relationships (perhaps cross-dialectally), strong
lexical conditioning, speaker intuitions of categoricalness, etc. (cf. Scobbie and
Stuart-Smith, to appear). Often, phonologists have also relied on their own
intuitions and the categoricalness of their broad transcriptions as evidence for
the phonological status of allophonic variation and alternations. Apart from this
being arbitrary, even clear categoricalness is no indicator of phonologization when
contexts are categorically distinct, because the variants may differ phonetically by
virtue of context alone (cf. aspiration in English).

As a result of these sorts of analytic problem, the broad consensus in phonology
on the core inventories and structures of many languages tends to gloss over some
very basic problems in justifying the choice of minimal structures when two forms
differ by more than one phonological feature. For example, in many varieties of
English, neat and need could be argued to contrast in both vowel length and final-
consonant voicing. If this were the case, they would not form a minimal pair.
The problem is finessed by positing a distinctive role for /VOICE/ and a redundant
allophonic role for the vowel-length difference (which may or may not be
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phonological, as discussed above). But the architecture of the theory, built as it is
on systems of minimal contrast, demands that there is one core, distinctive
difference which is the underlying phonological difference. Difficult cases like
this abound, because every phonological contrast is cued by the specification of
multiple phonetic parameters. Consider varieties of English in which words like
hand have a nasal vowel but only rarely any nasal stop phonetically: is the contrast
one of oral vs. nasal vowel, or the presence vs. absence of an abstract /n/ which is
not observable directly? And once that decision is made about the nature of the
basic phonological contrast, which of the many other phonetic differences between
pairs like had and hand are to be defined as phonological, and which phonetic?
These problems are both fundamental to the phonological description of any
language and inherently about how phonetics and phonology interact.

Finally, it cannot be stressed too much that a great deal of research in phonology
is not limited to lexical contrast. Much of this type of phonology does, however,
consider the various structures, domains, and relationships which provide the
infrastructure for contrast, including demarcative phenomena such as stress sys-
tems. Yet other phenomena are non-lexical but quasi-contrastive, such as inton-
ational meanings or discourse functions. These and more must be added to
alternation and allophony (which are by definition non-contrastive) as phenomena
central to phonological research. In each of these cases, the problem of distin-
guishing the phonetic from the phonological aspects of the relevant phenomena
are, I think, even more problematic than in the core case of lexical contrast itself,
which relies on very firm intuitions or judgements of categorical difference rather
than on the weaker phonological judgements of identity or parallelism.

1.5 PHONETICS

Phonetics deals with the production, transmission, and perception of linguistically
relevant speech sounds, without necessarily referring to their meaning or linguistic
function. Phonetic research is inclusive, however, for it constitutes not merely a
negatively defined theory of those aspects of the linguistic sound system that do not
signal lexical contrast. A great deal of work in the field addresses specifically the
phonetics of contrast and other core phonological phenomena. Phonetic research
is generally quantitative and of a general experimental character familiar to most
scientists, and examines physicalistic data (whether acoustic, articulatory, neuro-
logical, or perceptual) from the right-hand side of Figure 1.1. Nevertheless, in
normal usage, a “(merely) phonetic” difference between two words indicates a
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narrow interpretation that this is a non-contrastive or lexically meaningless differ-
ence in sound.

The goals of phonetic theory itself overlap with the goals of phonology insofar as
they attempt to explain the parameters which are used to convey contrast, the
reasons for the existence or unmarked nature of particular types of contrast in
particular structural positions. The two domains of inquiry therefore have a great
deal in common, and in some ways it is methodology that differentiates the
academic fields. Even when we consider such truly phonetic concerns as the
relationship of the physical speech-production mechanism to the acoustic signal,
we find an overlap in interests, because phonological distinctive features have
tended to find a phonetic grounding in either the articulatory or acoustic domain.

In this review, I will not attempt to characterize the main research goals and
results of phonetics independently of their interaction with phonology, because the
central topic here, the phonetics—phonology interface, is, I believe, more divisive
and problematic for phonological than phonetic research. The main point I want
to make is that it is widely held that the quantitative measurement of physicalistic
phonetic parameters gives rise to a picture of organically and statistically gradient
phenomena. Gradient, continuous variation is indeed typical of phonetic phenom-
ena, but care needs to be taken. A more accurate characterization is that, if a
phonetic study is either constrained very tightly so that, say, a single item in a single
context from a single speaker is examined, or alternatively, if a study is based on an
extremely heterogeneous set, then the results are likely to display various aspects of
continuous variation. If, however, qualitative variation is introduced as a set of
factors into the design of the study, then categorical effects are likely to be observed.
This is obvious: qualitative changes in the materials under study can result in
qualitative changes in the results. For example, measurement of the duration of a
vowel in some word, say English cat, will typically produce a normal distribution
around a mean, but if the duration of that speaker’s bat had been measured, the
same /a/ vowel would likely have been a bit shorter because the aspiration of the /k/
in cat partially eats into the time allocated to the vowel. It is, in fact, very easy to
find bimodal or multi-modal distributions of values for phonetic parameters,
where each mode is associated with some conditioning factor. Consequently, if
we could consider all the various phonetic parameters which go together to cue
some phoneme, say, in the full range of environments which can be found (some
discretely distinct from others), we would not expect to find a set of unrelated uni-
modal continua. Rather, there would be areas of wide variation, areas of consist-
ency, and correlations between the different parameters in the multidimensional
phonetic space, so that relatively discrete clusters of values fall into constellations
which would be characteristic for that phoneme. There is thus the possibility that
phonetic variation is at heart partly continuous and partly discontinuous in a way
that forms the basis for categorization at a finer level than lexical contrast—in
other words, that it forms the basis of phonology.
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1.6 THE INTERFACE FROM A MODULAR
PERSPECTIVE

Let us take it for now that phonology involves discrete mentalistic or analytic
categories grounded in cognitive judgements of lexical contrast, while phonetics
involves gradient and continuous categories anchored in the physical domains of
speech production, acoustics, etc., and that phonetic comparisons and distinctions
which are not inherited from contrast at the phonological level are couched in
terms of similarity in aspects of multidimensional phonetic space. Under such a
view, which I think is typical of the assumptions underlying modern Generative
Linguistics, we can finally address the range of views on how these very different
domains interface with each other. The main problem is reconciling the physical
and cognitive biases of each field with the need to provide a model of a speaker-
hearer’s internalized grammar which encodes language-specific information about
phenomena which may be clearly phonological, but which may also be readily
characterized as phonetic.

Within a domain-and-interface model of grammar, we typically find an organ-
ization based on a small number of categorically distinct modules. If the number of
modules is kept small enough, this architecture does not seem impossibly un-
wieldy. But the number of modules may be very large, as seems to be the case given
the number of sub-modular (i.e. relatively independent) theories specific to stress,
to intonation, to feature theory and to constraint interaction, to perception,
production, sociophonetics, and phonemics. If there are sub-modules within
phonology, then the number of interfaces increases, as do the number of “border
disputes” with phonetics. For simplicity, I will content myself here with a bimod-
ular view, in which most of the discussion will relate to simple segmental phenom-
ena. The problem of the attribution of particular phenomena to one domain or the
other is as great, if not greater, in other areas of interest such as intonation or stress,
so the observations I make should be easy to extend.

There are a number of goals in defining the interface. One, which began this
chapter, is to be able to attribute phenomena (e.g. American English /t/ and /d/
flapping, the nasalization of vowels before nasals, or a whole raft of post-lexical
sandhi phenomena) to either one domain or another. In such a case, the basic
defining principles of one of the domains (such as categorical neutralization of
contrast or continuous gradient variation) would ideally be exemplified by the
phenomenon. Many phenomena, however, seem nearly to satisfy strict criteria,
while leaving some doubt, a fact that keeps the debates alive. Another goal of
modularity is to explain phonologization as the discrete movement of phonetic
phenomena across the interface into phonology. Indeed, most fields of linguistics
which deal with spoken language have their own reasons for distinguishing
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phonetic from phonological phenomena in a discrete way. This makes it possible to
find cross-disciplinary evidence for the status of a phenomenon from such different
fields as acquisition research or psycholinguistics, for example. Consequently, since
almost all research in phonology presupposes a rigid interface of some kind with
phonetics, the field can be said to be making progress partly by revisiting the same
phenomena and developing arguments about the affiliation of phenomena to one or
other module, whether those arguments come from theories of language
change, acquisition, or the more internal considerations of speech production or
phonological theory itself.

There is a real problem, however, for some of this “progress” is entirely spurious.
When familiar phenomena are considered and reconsidered, the conclusions will
always be biased when the data come ready categorized. The categorical bias comes
from data the nature of which reflects written language, transcription, introspec-
tion about phonemic contrast, or analysis of relationships between previously
established phonemic units both within and across languages. Far more useful,
because it is challenging and able to test the division between phonetics and
phonology from both categorical and continuous perspectives, is quantitative
data: particularly new data. It can completely reinvigorate the descriptive basis of
many phenomena, as well as provoking deeper theoretical understanding of the
broader picture of linguistic sound systems. Unfortunately, broad pre-categorized
transcription data is still the norm in the phonological literature even though it
cannot logically be used to investigate the categorical vs. continuous nature of
phenomena. Such an approach limits the purview of phonology arbitrarily to easily
observable and transcribable phenomena. On the other hand, distributional pat-
terns within quantitative phonetic data can be examined and distinct centres of
gravity proposed as the instantiation of phonological categories, or quantitative
studies of speaker intuitions about well-formedness can be undertaken which can
then identify strong categorical patterns as well as weaker ones. Such an approach
gives just as much room for debate and argument as exists presently, but it would
be well-informed debate.

We should not expect unrealistic standards of proof of phonological categoriza-
tion from quantitative data. When a few minor phonetic parameters or speaker
uncertainties are found which suggest that a well-known neutralization, say, is
subtly incomplete, we must not simply reject the insights of previous generations
of researchers without further consideration (a point made strongly by Manaster-
Ramer 19964, b). Evidence of subtle deviations from categorical behaviour is
not the same as evidence of completely non-categorical behaviour. If it proves
impossible to square new data with old phonological models, the fault may lie in
the models rather than in the insights of previous descriptive research. Our models
may have to change to encode nearly categorical procedures, operations, and
indeed fuzzy categories themselves without giving up the insight that core phono-
logical phenomena are, at heart, not smoothly gradient and continuous.
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Let me now briefly turn to a few specific examples of proposals of the nature of
the interface, offered not as an exhaustive list, but to illustrate some of the variety
which can be found.

1.6.1 Language-Specific Phonology, Universal Phonetics

The influential work of Chomsky and Halle (1968) stands as an example of an
interface with an apparently clear definition. The “output” of the phonological
module, that is, the specification which interfaces with phonetics, is a cognitive
representation of language-specific information. Once universal phonetic detail is
added, the transduction interface can be the same in every language. This proposal
expands phonology downwards a bit: the formal phonological mechanism neces-
sary for contrast would be used to express all language-specific sound system
generalizations from the most phonetic-like to the most morphophonemic.

It is unclear to me whether the phonetics—phonology interface in a transduction
sense coincides with the interface conceived of as the boundary between the
language-specific and the universal. The idea that all language-specifics belong to
“phonology” makes it easy to draw parallels between language-specific phonetic
and (morpho)phonological phenomena within the grammar. But the interface faces
a new set of boundary disputes concerning the language-specificness of particular
phenomena. And the categorical formal mechanism, developed for lexical contrast,
was not up to the task of encoding all the gradient minutiae that we now know to be
part of what must be learnt when a language is acquired (Keating 1985). In terms of
Figure 1.1, this interface is drawn quite high, and so very low-level but language-
specific phonetic phenomena have no real home. They belong neither with univer-
sal phonetics nor with high-level categorical phonology.

1.6.2 Language-Specific Interpretation

Phonetic “interpretation” introduces language-specific phonetics via, it seems,
transduction. There is categorical discrete phonology on the cognitive side and
continuous phonetics in space—time, on the other, with quantitative numerical
functions to mediate between them (e.g. Keating 1984, 1990; Pierrehumbert 1990;
Cohn 1993; Silverman 1997; Pierrehumbert and Beckman 1998; Cho, Jun, and
Ladefoged 2002). Consequently, such models are phonetically detailed, but add
the detail as part of a model of transduction using continuous mathematics, not in
phonological representations. The finest-grained language-specific detail exists
only in the real physical world as an exponent of the abstract structures.
Even quite high-level aspects of sound structures can be left unspecified in the



36 JAMES M. SCOBBIE

grammar for distinctive features, because the transductional interpretation is itself
language-specific, and able to mediate between categorical and continuous aspects
of the system. On this view, the interface is part of the grammar, and yet distinct
from the formalism required to capture core phonological phenomena, so that the
phonology can be relatively abstract and categorical.

Much research work (especially in the Laboratory Phonology tradition) seems to
follow the basic method of looking for the quantitative relationship between real
phonetic data and categorical phonological structures which this approach re-
quires. There tends to be a balance between empirical and theoretical aspects
which makes for a pleasing symmetry, but the need for quantitative data has
tended to restrict the appeal of this approach.

1.7 THE INTERFACE FROM A NON-MODULAR
PERSPECTIVE

An alternative to dealing with low-level language-specific phonetics along the
dimension of transduction is to combine highly concrete representations with
other aspects of phonology, so that the dimension of concreteness is explored.

1.7.1 ‘Phonology’ All the Way Down

The categorical machinery used to encode contrast and other core phonological
concepts can be augmented so that all language-specific detail, quantized into small
enough units, is expressed within one formalism. The granularity can be very fine-
grained indeed, and, as was noted above, the smaller and more numerous the
categories, the less categorical they are relative to phonemic contrast. Thus there
are aspects of chunky gradience and continuousness in these theories, though they
share the same discrete category-based architecture that is essential for contrast:
different levels of granularity capture different phenomena.

Putting language-specific fine detail in the grammar brings the interface, and
hence phonology, right down in Figure 1.1 towards concreteness. It is not clear if all
language-specifics are incorporated. On the transduction dimension of the inter-
face, these highly concrete and representationally rich phonologies still seem to
maintain a strict demarcation between the generative grammar and physicalistic
phonetics, but this is a point of contention. Hale and Reiss (20004, b) criticize such



INTERFACE AND OVERLAP 37

phonology as being rich in phonetic substance, but perhaps it is richness of detail
which represents substance rather than substance itself.

There are a number of approaches which I think can be roughly grouped
together as being phonology stretched all the way down to make a unified non-
modular framework (e.g. Boersma 1998; Flemming 2001; Steriade 2004). Moreover,
some of this work represents also an approach in which the phonetic grounding of
phonological patterns (including the parallelisms between phonetic and phono-
logical phenomena first brought to general attention by Halle) and functional
considerations of speaker effort and perceptibility are central concerns (Silverman
1997; Kirchner 1998; Hume and Johnson 2001; the papers in Hayes et al. 2004). In
language, there seems to be a set of functional pressures to maintain contrast, to
favour more perceptible contrast, and to reduce articulatory effort, for example. In
non-modular theories, these functional tendencies (presumably universal) are
incorporated into the grammatical formalism (including representational units
and computational processes) along with substance-free phonological principles
and operations. Such functional approaches vary in the extent to which represen-
tations are phonetically detailed. Some make it possible to specify fine detail and
hence derive very concrete surface representation; others use phonetic tendencies
to control the distribution of very high-level categories. Just as highly detailed
phonological representations are not actually phonetics (because there is no
transduction) despite being more phonetic than less-specific ones, the functional
principles are not truly phonetic, for the same reason, despite being more phonetic
than many phonological principles. These phonological codifications of phonetic
detail and phonetic tendencies cannot replace true phonetics by being integrated
into a cognitive, symbolic phonological module.

1.7.2 ‘Phonetics’ All the Way Up

Articulatory Phonology (e.g. Browman and Goldstein 2004) provides a very
different kind of unified model which tends to be even richer in fine-grained detail
than the concrete models of the preceding section. This and related models display
their phonetic origins in their structural and theoretical organization just as those
in the previous section display their phonological antecedents.

Articulatory Phonology has been extremely successful for researching phenom-
ena relevant to the phonetics—phonology interface. Its spatio-temporal, time-
aligned and internally dynamic articulatory gestures can be subject to subtle and
fine-grained realignment, or changes in amplitude, which are ideally suited to
explaining some sorts of variation in output, including acoustically categorical
ones. Many phenomena which previously were assumed to be categorical processes
of insertion, deletion, assimilation, or reduction have been shown instead to result
from particular instantiations of continuous relationships between gestures (e.g.
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Browman and Goldstein 1995; Zsiga 1997). Like the research into functional
explanations for phonemic patterns in section 1.7.1, this research has spanned
phonetics and phonology and led to a greater understanding of their interaction,
though in this case the formalism generally has a far more phonetic flavour. The
major difficulty with Articulatory Phonology is seeing how it deals with core
phonological phenomena with all their categoricalness, and how to abstract away
from the specific information in its representations.

In terms of the tidal-zone analogy, Articulatory Phonology is like a sea creature
specialized to explore up to around the high-water mark, whereas the functional
phonologies are like a wading bird whose domain extends down to around the low-
water mark. Articulatory Phonology and the functional phonologies reflect their
antecedents so very clearly that it is hard to ignore their different origins. Thus their
theoretical and descriptive interests overlap, but extend in opposite directions.
Ohala (1995) is surely right when he says that views of the interface reflect the
primary interest of the viewer.

1.8 QUASIMODULARITY

1.8.1 From a Continuum Towards Overlap in a Broadly
Conceived Sound System

Ohala is in fact a long-standing advocate of non-modularized phonetics and
phonology (e.g. Ohala 1990, 1995). His own interests extend well beyond the
specification of all and only the well-formed outputs of a synchronic grammar,
which may explain why he has so consistently stressed the continuity of phonetics
and phonology for so long, and the role of phonetics as the source of explanation
for some phonological patterning and change. But this does not mean that
phonetic naturalness plays any actual role in speakers’ grammars. His stance
is that grammar is capable of encoding whatever it finds, by and large, but the
“by-and-large” functional effects (of all sorts) tend over time to change languages,
presumably from one phonetically relatively natural state to another.

For Ohala, functional processes occur primarily in interactions between
speakers, not within a single speaker’s own grammar. He is also well aware that
phonology is not always natural (Anderson 1981) despite being oriented towards
natural phonetic patterning, because incompatible phonetic functional tendencies
are in competition with each other, and also with phonological tendencies.
Successive generations are able to transmit patterns that become increasingly
unnatural in some regard as the natural phonetic cause is lost of a contrast or
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paradigm which itself is maintained phonologically. Thus patterns arise that
contradict one set of functional tendencies, perhaps initially in a minor way, as a
consequence of the speaker-learner paying greater heed to other sets. Ultimately
only a diachronic explanation for the language’s patterns will satisfy, and a syn-
chronic battle between different functional constraints within the phonological
grammar is rejected. This is an approach in which modularity of some sort is
inherent, despite Ohala’s view that there is no interface between phonetics and
phonology. His perspective on this issue may be in relation to generative grammar.

For Ohala, phonology poses the questions, phonetics provides some of the
answers, and our general abilities to learn abstract patterns (which creates tension
between the two levels) provide most of the rest. For another non-universalist
perspective, see Vihman’s cross-linguistic work on language acquisition, mentioned
briefly below. Another distinct approach is Firthian Prosodic Analysis (Firth 1948;
Ogden and Local 1994). This seems to be the best place to address this framework,
because although it separates phonetics and phonology very strictly (via a relation of
“exponency”), thus is modular, it gives enormous and parallel scope to both
domains, with implications for the interface. The sheer expansiveness of a language’s
sound system in the fullest sense (extending well beyond mere autosegmental
contrast, allophony, and alternation) is explicitly recognized, as are the varying
functions of fine phonetic detail (e.g. Local 2003; see also Docherty et al. 1997).

The polysystematicity so characteristic of the Firthian paradigm is important,
because it means that the phonetics—phonology interface slides around within a
language, depending on a host of factors (see e.g. Hawkins and Smith 2001). When
we reject the idea that in a language “once in the phonology, always in the phon-
ology”, then we have adopted a polysystemic approach, one in which a given
parameter can be conditioned by very different “phonetic” or “phonological”
factors (and serve different functions) depending on its phonological, lexical, or
grammatical context. If so, an interface crisply conceived becomes so dependent on
context that it loses any straightforwardly modular interpretation. But for an
approach with strict exponency (i.e. phonetic interpretation) to get further towards
the sort of overlap discussed in the opening section it needs more than mere
polysystematicity: what is also required is the broad conception of the sound system
(incorporating stylistic, social, and discourse functions) so typical of the Firthians.

On balance, it does seems appropriate, I think, to define Ohala’s work and these
others as exemplifying a “quasimodular” approach, and this is the perspective with
which I conclude.

1.8.2 Phonetics and Phonology Are Not the Same Thing

Some approaches to phonetics and phonology begin by stressing parallels between
the two domains (e.g. assimilation is like co-articulation). While such parallels are
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extremely important to understanding the interface, it must not be forgotten that
at the limits, the core of phonology has no parallel in phonetics: contrast and
patterns of contrast are different in kind from sounds and patterns of sounds.
Phonological differences can and have been successfully studied without a great
deal of phonetic sophistication. They are, to an extent, open to analysis through
introspection of the distribution of other high-level phenomena. Phonological
contrasts are even amenable to expression in other media, such as in alphabetic
writing systems. This is why the existence of an independent phonological module
is repeatedly defended.

For a familiar example, consider the phonemes that condition the distinct
allomorphs of the past-tense or plural suffixes in English. The facts of the distri-
bution are not established in the synchronic grammar on phonetic grounds but
primarily through facts of contrast and analytic identity. Yes, the “natural” classes
of /VOICED/, /VOICELESS/, and /STRIDENT/ and the distributional restriction
on /GEMINATION/ which dictate baths, lounges, and groves, or chapped,
chatted, and hummed can be explained by reference to phonetic facts of
production and perceptibility, but they do not need to be identified through
phonetic analysis. In fact, it is not clear that they could be found on a purely
phonetic basis without the help of top-down information. This is why these and
other non-natural classes can, and have been, found through phonological analysis,
and why phonological patterns persist well past their phonetic sell-by date. Nor do
even the most natural of classes have to have a particular phonetic exponent: the
same phonological classes can exist for speakers with different accents. Consider
the wealth of phonetic differences that variationist research can reveal even within
what is often thought of in linguistics as a single dialect. Some speakers of Scottish
English use completely devoiced final /VOICED/ obstruents, but phonetic differences
between /s/, /f/, /t/ and /z/, /v/, or /d/ do not alter the choice of allomorph. (Though
such shifts in phonetics may lead diachronically to phonological reanalysis.) The
phonetics of a phonological class is a compromise between different functional
pressures. It will be, however, largely high-level categorical alternations, phonotactics,
phonologically conditioned morphology, and the shared lexicon which determine the
membership of such a class at any synchronic point.

But, though appearing to hold relatively steady (rejecting merger or split), as
the phonetic exponents of phonological categories smear diachronically, cross-
dialectally or stylistically across phonetic space, changes to the phonological
system do occur. A strictly modular grammar would permit these patterns to
be phonetically gradual but phonologically discrete, but this is not the only logical
possibility. The phonological changes might themselves be gradual. As the phon-
etic underpinnings of the phonological categories shift from one balanced set of
cues into another (perhaps by reweighting the cues or changing the set), so the
contrastiveness of individual words, or phonological classes of words, could be
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gradually attenuated. If so, the interface between what seem to be distinctly
phonological and phonetic systems has to be flexible.

So it seems that we do need two domains, the phonological and the phonetic, fairly
traditionally drawn; but it is precisely an understanding of the nature of their
interface for which we need a new set of theoretical ideas if we are to make progress.
One view, which I feel drawn to, is that they form module-like domains that are not
completely distinct, in that they share a middle ground. This is interface as overlap.
Alternatives are that they form the ends of a continuum (interface as transition or
continuum) or two discrete and distinct modules (interface as interpretation). These
alternatives have been represented for some time, and by a number of approaches,
some of which have been cited above. What has been and still is lacking, however, is a
formal theory of overlap. How can we have relatively crisp categories such as those
established through phonological contrastive analysis coexisting with gradient
phonetics; and how can cognitive and physical domains be only quasi-distinct?

One way may be through a framework in which both transduction and con-
creteness are continuous rather than discrete, but where the phonetic and phono-
logical ends of the continuum are nevertheless characterized by continuousness
and categoricalness, respectively. The trick would then be to have an interface
between them which was in some respects continuous (gradience would give way
slowly to categoricalness, and vice versa), and in some ways not (it being possible, if
not necessary, to take a perspective in which intermediate cases belong to one
domain more than the other). Thinking back to the tidal ecosystem, the overlap
could be temporary home to truly phonological and truly phonetic phenomena, as
well as providing a home for intermediate, transitional, and ambiguous ones. This
is a model in which the language user’s grammar can be flexible, non-deterministic,
and gradient about modularity.

1.8.3 Exemplars

Such a model seems to be being developed by a number of people exploring a
probabilistic framework sometimes called Exemplar Theory (Bybee 2001; Pierre-
humbert 2001, 2002, 2003; Hawkins and Smith 2001; Coleman 2002; Bybee and
Hopper 2002; Hawkins 2003; Bod, Hay and Jannedy 2003; Silverman 2006; Foulkes
and Docherty, to appear). This work integrates phonological patterning and
phonetic detail by looking at how generalizations and abstractions emerge statis-
tically from raw distributional patterns, and how the patterns themselves may have
functional explanations. This chapter has been greatly influenced and stimulated
by that work and more cited therein, and in many respects the chapter is my way of
working through the very radical proposals which they contain in an attempt to
understand how they fit with the more familiar linguistic traditions that are also a
strong influence on current theory and on my own ideas.
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Exemplar Theory comes naturally from approaches to the sound system which
explore catholically the wide range of functions which phonetic specifications can
have, such as those mentioned earlier in this section. It draws on psycholinguistic
“multiple-trace” or “episodic” models (the terms seem to be interchangeable) of
the mental lexicon and speech perception (e.g. Goldinger 1997; Mullenix 1997;
Pisoni 1997; Johnson 1997). In these models, the fact that learnt language is a type of
memory is central, and the physicality of phonetics and phonology is extended
from models of speech production into neurolinguistic models of storage, plan-
ning, and perception. Multiple detailed exemplars or traces of every lexeme are
stored: but in storing such an enormous number of only subtly different tokens of
real-world productions, abstraction, and coalescence occur by necessity. This hap-
pens automatically by virtue of encountering “different” tokens of the “same”
word. Memories are contextualized to the situation of use, so sound patterns are
associated or labelled with a contextual meaning. Actually, the immediate context
of utterance is so rich that the range of meanings is huge, but only recurring
sound-meaning pairings are strengthened. The abstractions that are formed must
be much like traditional distinctive features and phonological units, forming a
hugely complex, partially hierarchical web of associations. The lexicon, as it is
acquired, becomes a mix of structured abstractions and detailed memories of
previous speech events and contexts. Probability distributions over phoneme- or
lexeme-sized categories are automatic (since more frequent tokens and categories
are represented more frequently), so the theory has been used to explain frequency
effects in phonological patterning and to model the gradience of judgements of
phonotactic well-formedness. In such a model, transduction is less relevant to the
interface because the initial cognitive representations of speech sound and articu-
lation are so highly detailed, well beyond the levels needed to encode any linguistic
contrast, somewhat like a high-fidelity recording. There is of course transduction
during perception and production, and it is likely to be relevant to phonology, but
not in the same way as the far more extreme separation dividing abstract phon-
ology from substance.

High-fidelity memorization of such enormous quantities of such subtly varying
detail in the repetition of a given word over long periods of time cannot be
maintained, and the ways in which a trace blurs into others in memory reinforces
semantic links with lexical meaning, phonological categories, etc., as well as
speaker identity, mood, paralinguistic and social aspects of language use, and so
on. The pairing of sound and meaning exists for any continuum or set of categories
arising from speech, so long as the speech “sounds likes” an example of a category
or a region on a continuum, more or less. Individual exemplars form parts of many
distributions in the many dimensions of phonetic space. Input automatically
appears in this space in relationship to previously encountered input. The
power of lexical contrast is that despite phonetic variation, pin and bin are
semantically disjoint, and once the lexical identity of a trace is known, the rich
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phonetic detail, however subtly distinct from other traces, can be viewed though
a categorizing lens.

If unfamiliar lexis, voices, or accents are encountered, new traces are formed
which overlap less with previous distributions and may, if they are initially disjoint
enough or if additional tokens reinforce them, form new distributional modes and
loci. Categorical, semi-categorical, or non-categorical intuitions about patterns
usually modularized into sociolinguistics, orthography, phonology, paralinguistics,
and morphophonemics are all available for introspection, as is awareness of
articulatory or acoustic detail. In this sort of model, a broader conception of
phonology is natural: intuitions about other people’s sound systems are as natur-
ally explicable as intuitions about one’s own.

All categories, including phonological ones, emerge as probability densities in
distribution of tokens in a multidimensional map. For example, in Figure 1.2
(based on a figure in Pierrehumbert and Gross 2003) there is a highly simplified
map of continuous phonetic space (in only two dimensions). Each individual trace
(of lexical items, say) is actually encoded in so many dimensions that the distri-
butions in just two may be viewed as being normalized for the other differences, so
that vowel duration distributions are not muddied by the effects of vowel height,
for example. In Figure 1.2 are two fairly clear categories, one lower to the left, and
one to the right. The distribution partitions the space fairly clearly into two parts.
These may correspond to classes of lexical items differing in their vowel, in other
words to a contrast. They may indicate a relatively primary cue (e.g. to a phonemic
vowel contrast), or a more minor one (e.g. to the post-vocalic voicing contrast),
depending on the density and unambiguousness of the cluster and how it interacts
with more or less gradient distributions along other dimensions that are

Fig. 1.2 Sample phonetic distribution in two arbitrary dimensions
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not shown. Continuous phenomena can also be labelled, and, as indicated above,
labels can encode not merely lexical meaning but all sorts of contextual meaning,
such as sociolingistic or paralinguistic information.

Note that there is also a minor distributional split between the upper and lower
distribution on the right. This split may function in the same way as the major split
(i.e. arise for the same sorts of reasons), but its existence as a category is less clear-
cut. In this way, the difference between categorical and non-categorical is itself
gradient. The question of whether there are two or three modes in Figure 1.2 does
not have a clear answer. It is in this way that the sort of “difficult” interface
phenomena referred to above need not be attributed to either one module or
the other, but can be indeterminate and ambiguous. Categorically distinct labels
on each of these datapoints could enable clear categorization in one sense, but how
reliably those differences are conveyed depends on their whereabouts in the
phonetic space.

Such a model is compatible with language learners forging their own phono-
logical and phonetic systems, under the influence of phonetic and phonological
patterns in the input and our cognitive-linguistic predispositions (Vihman and
Velleman 2000). Indeed, a great deal of support for the overlap model is likely to
come from work which, like Vihman’s, charts the emergence of categorization by
the child. It is not compatible with universal phonological features or the sort of
strict modular separation discussed above in which phonology cannot be
influenced by phonetics. Rather, high-level phonological generalizations will tend
not to be influenced, but phonetically weaker, less frequent, less categorical, more
variable patterns will indeed be more contingent on actual phonetic substance.
Within higher-level phonology itself it has always been understood that in addition
to the clear categories, there are others whose status is more problematic. Especially
difficult for traditional approaches are highly limited phonotactics, complex mor-
phophonemics and suppletion. Furthermore, every phonological system has a
periphery of dubious candidates, (especially those with limited lexical distribution,
e.g. in loanwords or names) and it may be that these reflect either clear phonetic
modes with little systematic generality, phonetically weak modes, or both.

These properties of the model are advantageous in capturing interface cases in
which there is evidence of clear phonological categorization (established at least in
part on non-phonetic grounds) associated with overlapping, continuous, or con-
gruent phonetic distributions, or categorically distinct phonetic distributions
which are of indeterminate phonological status. I am drawn to the model because
of evidence that we can acquire the contrasts and system of our speech community
with some degree of flexibility (and in a bottom-up, category-forming way, cf.
Vihman and Velleman 2000). For an example, in a study of a group of twelve
Shetlandic adults (Scobbie 2006), I found that the individuals’ VOT targets for /p/
(and the distribution of tokens) provided no evidence that each individual was
limited by universal grammar to learning either a short- or a long-lag target for /p/
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(the traditional Shetlandic dialect form [p] or Standard English [p"].) Interspeaker
variation was wide-ranging and continuous: some produced a unimodal distribu-
tion between the two “universal” short and long lag targets. Nevertheless, when all
the data is pooled, the general functional tendency towards stops being either short
or long lag does seem to be clearly discernable (Figure 1.3). Markedness is evident
from the group behaviour, but not necessarily in individual behaviour—just what
we might expect from Ohala’s work.

Exemplar theory does not demand that one feature or another is distinctive. So
the same lexical items can be distributionally distinct in different dialects of a
language, but the locations of the phonetic distributional modes will differ. And
one dialect’s distribution of tokens may be more or less distinct from the general
background or other local peaks than is the other dialect, automatically meaning
that different contrasts can be more or less robust.

Finally, it was mentioned above that the Exemplar model raises the interesting
possibility that the transduction dimension is also quasi-modular. Since the model
is based on multiple cognitive traces which directly encode phonetic detail, far
beyond what will eventually be necessary for the sound system, the distinction
between cognitive and physical is broken down somewhat (Figure 1.4). This raises
very interesting possibilities for research in language acquisition (cf. Vihman’s
work on phonetics and phonology) and speech pathology (cf. Perkins 2005 and
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references and papers therein on comparable developments in pragmatics), two
fields in which the cognitive linguistic aspects of the system interact with physical
and/or non-linguistic aspects.

Phonetics and phonology still differ in two dimensions, but exemplars are so
detailed that, like a compressed digital recording, they merely transpose relevant
aspects of an acoustic waveform to neural storage to enable a relatively faithful
trace of the input. This may only be short-term storage, which will excite and
reinforce certain previously stored abstractions and pathways, but long-term
mental representation of language is also, in this theory, biased towards being as
highly concrete as it can be. The physical-cognitive distinction therefore does not
seem so relevant to phonology as it does when dealing with a discrete and crisp
mapping between such higher-level units as distinctive features and phonetic stuff.

In general this seems a beneficial situation, because phonetic substance, after all,
requires multiple transductions, for it is acoustic, and aerodynamic, and articula-
tory, where one is caused by the next. The articulations themselves result from
motor planning, and the motor plans are themselves stored neurologically as
exemplars of productions. When, in this process of transforming a memory into
a movement, does the speaker discretely transform the cognitive into the physical?
And how great is the linguistic role of transduction in perception? This is a complex
process of many facets which has to separate and analyse information in parallel,
such as the lexical content of input and its indexical, discourse, and paralinguistic
content, and use top-down semantic, pragmatic, and lexical frequency information
(stored neurologically and obtained from other perceptual senses) in addition to
detailed mental representations of phonetic substance.
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1.9 CONCLUSIONS

Phonology is widely accepted as a linguistic module (in the sense of Fodor 1983),
and phonetics too, to a lesser extent, though this must not be taken to imply that
there is agreement as to how to define either domain, let alone their interface. In
this chapter I have indicated some of the key characteristics which support the
separation of phonetics and phonology into distinct domains—conceptual, de-
scriptive and methodological—while keeping the issue of strict modularity open
for discussion. I have reviewed some of the basic approaches to the interface
between phonetics and phonology within the modular tradition, which pits phon-
ology against phonetics in a theoretical battle over a tranche of interface phenom-
ena. We have also seen that there is an approach which is non-modular in practice,
in which the two domains fall on a continuum with a single underlying theoretical
architecture linking them. By their very nature, such non-modular frameworks are
most successful when dealing with intermediate phenomena, because they can
readily encode parallels with slightly higher- or lower-level phenomena. Even so,
there seems to be little support for the position that phonology and phonetics are
one and the same, even in a unified formalism, for the traditional core character-
istics of phonology and phonetics are so distinct. There must be an interface of
some description even in non-modular approaches. It could be a point on—or
portion of—the continuum: it might be possible to define it clearly, or not. In the
work of different linguists, as I have suggested, descriptive and explanatory analyses
couched in broadly phonetic or phonological terms will be able to compete, but in
mainstream generative linguistics such ambiguity can less easily be the property of
a single grammatical analysis.

There is a general consensus in linguistics that there must somehow be a clear
definition of “the” interface (though ideas of what, or where, it actually is vary
widely) because phonology has at its core the study of an irreducibly cognitive and
categorical phenomenon—contrast—while phonetics has as its core the study of
the continuous physical media of speech production and perception. I think it
important to distinguish the dualistic separation of physical and mental domains
from the question of how phonetically concrete the grammar of the cognitive
system should be, particularly when trying to understand different research
traditions. It is also essential to recognize that even though there are clear differences
between the core aspects of phonetics and phonology, this does not mean there needs
to be a clear phonetics—phonology interface.

Generative phonological theories must address the concreteness aspect of the
interface: to what extent are the formal representations and operations required
for core aspects of phonology used to encode (even just language-specific) fine
phonetic detail? In each descriptive grammar the instantiation of this concreteness



48 JAMES M. SCOBBIE

problem is: which (parts of which) phenomena require phonological analysis? For
theoretical phonology generally: what counts as data and why? These are funda-
mental interface issues for surface-oriented phonology because they delimit the
lower limit of the field by defining the very data which must be, or need not be,
described and explained. In Exemplar theories, however, whether a given phenom-
enon is strongly categorical or not may be speaker-dependent, context-dependent,
or otherwise a matter of degree, and a clear answer as to whether a given phenom-
enon is or is not phonological is not possible. The data relevant to such frameworks
are far more inclusive, giving phonology in a broader sense a role beyond its
traditional modular limits. To address such new perspectives, indeed, to evaluate
traditional approaches to the interface and make progress in the debate on the
fundamental phonetic nature of phonology itself, detailed quantitative research
methods must be employed, both phonetic and phonological.

The transduction aspect of the interface struggles with how (non-contrastive
language-specific) physical differences come to be represented cognitively, and how
functional phonetics can explain phonological tendencies. However, when the
cognitive dimension of language becomes highly concrete, as detailed as is neces-
sary to represent the relevant physical reality, perhaps this moves functional
explanations across the transductional divide, whether in a discrete modular way,
or more gradually. It is not clear to me what this means in practice, except that
functional explanation for phonological patterns in general is very different from
codifications of specific, often un-natural phonological patterns. Moreover, the
most natural patterns and tendencies found in a language’s sound system are likely
to be regarded as not phonological at all, displaying as they do many of the
traditional characteristics of phonetic patterns. Thus fundamental phonological
problems (e.g. inventory size and membership), which seem to be amenable to
functional explanation, still demand a transductional separation of domains to
make conceptual sense.

I think that the most exciting prospect for progress may come from models
which blur both dimensions, for a number of reasons. First, modular and genera-
tive theories set themselves the task of solving the interface problem, and so far
have not merely failed to reach any long-lasting consensus but, by relying on
pre-categorized data, have sometimes been so descriptively inadequate as to be
theoretically misleading: the claimed categoricalness of many external sandhi
assimilations in English being a good example of how the questions were begged
when the only data thought relevant was already categorical. Second, individuals
(and groups) can vary both subtly and radically in language acquisition, structure,
use, and pathology, suggesting that models based on non-determinism and vari-
able systemization could enable more realistic insights into sound structure.
Flexibility may be modelled by allowing a continuum from categorical to continu-
ous phonetic distributions, by maintaining distinct theoretical principles of core
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phonology and phonetics, and letting them compete and simultaneously account
for (parts of) ambiguous phenomena. If a complex phenomenon turns out to have
predominantly phonological characteristics in some contexts but predominantly
phonetic in others, then our theoretical models should reflect this and be forced
neither to choose one domain over the other nor to characterize the phenomenon
(which will always be fuzzily defined to some extent) as being cleanly “split” down
the middle.

A quasimodular framework rejects the widespread assumption among
phonologists that “categorical” and “gradient” are themselves distinct (see Cohn
in press for an excellent discussion). Choosing “meta-gradience” does not mean
there are no clear phonological categories, but not-so-clear categories also exist,
and the framework rests on some sort of a statistical foundation from which units
and categories can emerge (for a specific proposal, see Pierrehumbert 2003) rather
than discrete and substance-free symbols. Strong categories are clear modes in the
distribution of values in multi-dimensional phonetic space. Phonetic space is not a
flat equilibrium, but a highly complex distribution which successfully communi-
cates linguistic structure from one speaker to another. All language-specific infor-
mation is there in the phonetics to be learnt, but some modes are bigger, crisper,
and stand out from the background more than others.

Recent results motivating Exemplar approaches involve interaction between
idiolectal phonetics and the phonetics of contrast: somehow the characteristics of
individual speakers can be stored and processed along with phonological and
lexical information. It seems that the interface should be dynamic, ambiguous,
and soft on the one hand, but without denying that the categorical characteristics
of lexical contrast are very different from the continuous nature of sociolinguistic
and idiolectal variation in the phonetic realization of such systems.

Though the assumption that there is a strict interface has prompted a great deal
of research, some of it of lasting value, it is not an assumption which is logically
necessary. Nor is it one which is useful to many researchers looking precisely at
those phenomena whose affiliation is unclear. Further, it does not provide a safe
and non-circular basis for demarcating the body of data which phonological or
phonetic theory attempts to explain. And finally, the assumption that there is a
strict interface does not seem to limit particularly the variety of ways in which core
contrastive phonology can be approached. On the other hand, the view that
phonetics and phonology differ but overlap predicts that difficulties of demarca-
tion and identity exist as part of an individual language user’s mental grammar,
thus prompting new questions, models, and solutions to old analytic problems of
language structure, acquisition, change, and use. The ebb and flow of different
theoretical conceptions of the relationship between phonetics and phonology may
be explained ultimately by the flexible nature of the interface itself.
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FURTHER READING

Here are some ideas for further reading in addition to the work cited in the initial
paragraphs of sections 1.3 and 1.8.3, and my papers on VOT (2006) and fuzzy
phonology (to appear).

DEMoLIN, D. (2002), “The Search for Primitives in Phonology and Explanation of Sound
Patterns: The Contribution of Fieldwork Studies”, in C. Gussenhoven and N. Warner (eds.),
Laboratory Phonology 7, Berlin: Mouton de Gruyter, 455-513.

Hawkins, S., and SmiITH, R. (2001), “Polysp: A Polysystemic, Phonetically-Rich Approach to
Speech Understanding”, Italian Journal of Linguistics / Rivista di Linguistica 13: 99—188

LinpBLOM, B. (2000), “Developmental Origins of Adult Phonology: The Interplay between
Phonetic Emergents and the Evolutionary Adaptations of Sound Patterns”, Phonetica 57: 297-314.

PIERREHUMBERT, J. (2002), “Word-Specific Phonetics”, in C. Gussenhoven and N. Warner
(eds.), Laboratory Phonology 7 Berlin: Mouton de Gruyter, 101-39.

Port, R. and LEARY, A. (2006), “Against Formal Phonology”, Language 81: 927—64.

SILVERMAN, D. (2006), A Critical Introduction to Phonology: Of Sound, Mind, and Body,
London: Continuum.

REFERENCES

ANDERSON, S. R. (1981), “Why phonology isn’t ‘natural’ ”, Linguistic Inquiry 12: 493—539.

BeckMaN, M. E. (1989), “Implications for phonological theory”, in W. J. Hardcastle and
N. Hewlett (eds.), Coarticulation: Theory, Data and Techniques, Cambridge: Cambridge
University Press, 199—225.

(1990) (ed.) Phonetic Representation, Journal of Phonetics 18: 297—477.

Bop, R., Hay, J., and JANNEDY, S. (2003) (eds.) Probabilistic Linguistics, Cambridge, MA: MIT
Press.

BoERrsMA, P. (1998), Functional Phonology, Amsterdam: HIL.

BrowMaN, C. P, and GoLDSTEIN, L. (1995), “Gestural Syllable Position Effects in American
English”, in E Bell-Berti and L. J. Raphael (eds.), Producing Speech: Contemporary Issues: For
Katherine Safford Harris, Woodbury, NY: AIP Press, 19-34.

——(2004), “Articulatory Phonology: An Overview”, Phonetica 9: 155-80.

BURTON-ROBERTS, N., CARR, P., and DocHERTY, G. J. (2000) (eds.), Phonological Knowledge:
Conceptual and Empirical Issues, Oxford: Oxford University Press.

BYBEE, J. (2001), Phonology and Language Use, Cambridge: Cambridge University Press.

and HopPPER, P. (2002) (eds.), Frequency and the Emergence of Linguistic Structure,
Amsterdam: John Benjamins.

CARR, P. (2000), “Scientific Realism, Sociophonetic Variation and Innate Endowments in
Phonology”, in Burton-Roberts et al. (2000), 67-104.

CHo, T, Jun, S. A., and LADEFOGED, P. (2002), “Acoustic and Aerodynamic Correlates of
Korean Stops and Fricatives”, Journal of Phonetics 30: 193—228.

CHoMSKY, N., and HALLE, M. (1968), The Sound Pattern of English, New York: Harper and Row.

ConN, A. (1993), “Nasalisation in English: Phonology or Phonetics?”, Phonology 10: 43-81.




INTERFACE AND OVERLAP 51

—— (2005), “Gradience and Categoriality in Sound Patterns”, paper presented at the Work-
shop on Phonological Systems and Complex Adaptive Systems, Lyons, France, 4-6 July 200s.

CoLEMAN, J. (2002), “Phonetic Representations in the Mental Lexicon”, in J. Durand and
B. Lax (eds.), Phonetics, Phonology, and Cognition, Oxford: Oxford University Press, 96—130.

DoCHERTY, G. J., MILROY, J., MILROY, L., and WALsHAW, D. (1997), “Descriptive Adequacy in
Phonology: A Variationist Perspective”, Journal of Linguistics 33: 275-310.

FIrTH, J. R. (1948), “Sounds and Prosodies”, Transactions of the Philological Society, 127—52.
Reprinted in W. E. JoNEs and J. LAVER (eds.), Phonetics in Linguistics: A Book of Readings,
London: Longman, 1973, 47—-65.

FLEMMING, E. (2001), “Scalar and Categorical Phenomena in a Unified Model of Phonetics
and Phonology”, Phonology 18: 7—44.

FoDOR, J. A. (1983), The Modularity of Mind: An Essay on Faculty Psychology, Cambridge,
MA: MIT Press.

Foulrkes, P, and DocHERTY, G. (to appear), “The Social Life of Phonetics and Phonology”,
Journal of Phonetics.

GOLDINGER, S. D. (1997), “Words and Voices: Perception and Production in an Episodic
Lexicon”, in K. Johnson and J. W. Mullenix (eds.), Talker Variability in Speech Processing,
London: Academic Press, 33—66.

GUSSENHOVEN, C., and KAGER, R. (2001), “Introduction: Phonetics in Phonology”, Phonology
18: 1-6.

HaLE, M., and REiss, C. (20004), “Phonology as Cognition”, in Burton-Roberts et al. (2000),
161-84.

(2000b), “Substance Abuse and Dysfunctionalism: Current Trends in Phonology”,
Linguistic Inquiry 31: 157—69.

HaLLg, M. (1959), The Sound Pattern of Russian, The Hague: Mouton.

HAwkKINs, S. (2003), “Roles and Representations of Systematic Fine Phonetic Detail in Speech
Understanding”, Journal of Phonetics 31: 373—405.

and NGUYEN, N. (2003) (eds.), Temporal integration in the perception of speech. Journal of

Phonetics 31: 279—626.

and Smith, R. (2001), “Polysp: A Polysystemic, Phonetically Rich Approach to Speech
Understanding”, Italian Journal of Linguistics / Rivista di Linguistica 13: 99—188.

Haves, B. K. R., and STERIADE, D. (2004) (eds.), Phonetically Based Phonology, Cambridge:
Cambridge University Press.

Huwme, E., and Jounson, K. (2001) (eds.), The Role of Speech Perception in Phonology, San
Diego, CA: Academic Press.

Jounson, K. (1997), “Speech Perception Without Talker Normalization”, in K. Johnson and J. W.
Mullenix (eds.), Talker Variability in Speech Processing, London: Academic Press, 146—65.
KeaTing, P. A. (1984), “Phonetic and Phonological Representation of Stop Consonant

Voicing”, Language 60: 286—319.

(1985), “Universal Phonetics and the Organisation of Grammars”, in V. Fromkin (ed.),

Phonetic Linguistics: Essays in Honour of Peter Ladefoged, Orlando, FL: Academic Press, 115-32.

(1990), “Phonetic Representation in a Generative Grammar”, Journal of Phonetics 18:
321-34.

KIRCHNER, R. (1998), An Effort-Based Approach to Consonant Lenition, Ph.D. dissertation: UCLA.

LinpBroMm, B. (1990), “On the Notion of ‘Possible Speech Sound’”, Journal of Phonetics 18:
135-52.

Locat, J. (2003). “Variable Domains and Variable Relevance: Interpreting Phonetic
Exponents”, Journal of Phonetics 31: 321-39.




52 JAMES M. SCOBBIE

MANASTER-RAMER, A. (19964a), “A Letter from an Incompletely Neutral Phonologist”, Journal
of Phonetics 24: 477-89.

(1996b), “Report on Alexis’ Dreams Bad as Well as Good”, Journal of Phonetics 24: 513-19.
MULLENIX, JoHN W. (1997), “On the Nature of Perceptual Adjustments to Voice”, in K. Johnson and
J. W. Mullenix (eds.), Talker Variability in Speech Processing, London: Academic Press, 67-84.
OgGDEN, R. A. and Locat, J. K. (1994), “Disentangling Autosegments from Prosodies: A Note on

the Misrepresentation of a Research Tradition in Phonology”, Journal of Linguistics 30: 477-98.

OHALA, J. J. (1990), “There is No Interface Between Phonology and Phonetics: A Personal
View”, Journal of Phonetics 18: 153—71.

(1995), “The Relation between Phonetics and Phonology”, in W. J. Hardcastle and
J. Laver (eds.), The Handbook of Phonetic Sciences, Oxford: Blackwell, 674—94.

PerkiNs M. R. (2005), “Editorial. Clinical Pragmatics: An Emergentist Perspective”, Clinical
Linguistics and Phonetics 19: 363—66.

PIERREHUMBERT, J. B. (1990), “Phonological and Phonetic Representation”, Journal of
Phonetics 18: 375—94.

(2001), “Stochastic Phonology”, Glot International 5: 195—207.

—— (2002), “Exemplar Dynamics: Word Frequency, Lenition and Contrast”, in J. Bybee and
P. Hopper (eds.), Frequency and the Emergence of Linguistic Structure, Amsterdam: John
Benjamins, 137-57.

(2003), “Probabilistic Phonology: Discrimination and Robustness”, in R. Bod, J. Hay,

and S. Jannedy (eds.), Probabilistic Linguistics, Cambridge, MA: MIT Press, 177—228.

and BEckMAN, M. E. (1998), Japanese Tone Structure, Cambridge, MA: MIT Press.

and Lapp, D. R. (2000), “Conceptual Foundations of Phonology as a Laboratory

Science”, in Burton-Roberts et al. (2000), 273—303.

and Gross, P. (2003), “Community Phonology”, paper presented at the Chicago Linguistics
Society, 10-12 April.

P1sont, D. B. (1997), “Some Thoughts on ‘Normalisation’ in Speech Perception”, in K. Johnson
and J. W. Mullenix (eds.), Talker Variability in Speech Processing, London: Academic Press, 9—32.

ScoBBIE, J. M. (1995), “What Do We Do When Phonology is Powerful Enough to Imitate
Phonetics? Comments on Zsiga”, in B. Connell and A. Arvaniti (eds.), Papers in Laboratory
Phonology, 4. Phonology and Phonetic Evidence. Cambridge: Cambridge University Press, 303-14.

(1997), Autosegmental Representation in a Declarative Constraint-Based Framework, New

York: Garland.

(2006), “Flexibility in the Face of Incompatible English VOT Systems”, in L. Goldstein,

D. H. Whalen, and C. T. Best (eds.), Papers in Laboratory Phonology 8, Berlin: Mouton de

Gruyter, 367—92.

and STUART-SMITH, J. (to appear), “Quasi-Phonemic Contrast and the Fuzzy Inventory:
Examples from Scottish English”, in P. Avery, E. Dresher, and K. Rice (eds.), Contrast:
Perception and Acquisition, Toronto: Mouton de Gruyter/University of Toronto.

SILVERMAN, D. (1997), Phasing and Recoverability, New York: Garland.

(2006), A Critical Introduction to Phonology: Of Sound, Mind, and Body, London:
Continuum.

STERIADE, D. (2004), “Directional Asymmetries in Assimilation”, in E. Hume and K. Johnson
(eds.), The Role of Speech Perception in Phonology, San Diego, CA: Academic Press, 219—50.

ViaMman, M. M., and VELLEMAN, S. L. (2000), “Phonetics and the Origin of Phonology”, in
Burton-Roberts et al. (2000), 305-339.

Zs1Ga, E. (1997), “Features, Gestures, and Igbo Vowel Assimilation: An Approach to the
Phonology—Phonetics Mapping”, Language 73: 227—74.




CHAPTER 2

MODULARITY IN
THE “SOUND”
DOMAIN:
IMPLICATIONS
FOR THE PURVIEW
OF UNIVERSAL
GRAMMAR

CHARLES REISS

2.1 MODULES AND INTERFACES

In this chapter, I adopt the position that cognition, including linguistic cognition,
is best understood as a set of modules, each of which is characterized by mappings
involving inputs and outputs in a particular format. I assume that these modules

Many of the ideas in this chapter have developed over the years in collaboration with Mark Hale.
I also benefited from discussion with various people and presentations at various conferences. Jim
Scobbie deserves special mention for a thoughful and challenging set of comments, only some of
which I have been able to address. I am also particularly indebted to Morris Halle for encouraging me
to pursue these ideas, despite their speculative nature. This work was supported by two grants from
the Canadian Social Sciences and Humanities Research Council: a Standard Research Grant to the
author for ‘Explicit Models of Phonological Computation’ and a Major Collaborative Research
Initiative on ‘Asymmetry at the Interfaces’ (A.-M. di Sciullo, P. L.)
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Modules Interfaces (Inputs/Outputs)

| Phonetic ‘substance’ |
| AUDITORY TRANSDUCTION  -f-+----> v

| Auditory subevents, <, >, etc. |

| AUDITORY COMPUTATION Jorreen > v

| Streamed auditory events |

| SPEECH PERCEPTION | ----oe-- > v

_____________ Segment string
--------- : :

| (Sets of) underlying representations |

MORPHOLOGY |  --eeeees > v

| Morphological structure |

--------- » :

| Constituent structure |

Fig. 2.1 Components of the speech chain

are informationally encapsulated from each other—a module may have access to
the outputs of another module, or feed its own outputs as inputs to another
module, but a module does not have access to the internal workings of
another module. I define an interface as such a configuration in which the outputs
of one module M; serve as the inputs to another module M;. This situation defines
the “i—j interface”. Thus, I reduce the problem of understanding the i—j interface to
identification of those outputs of module M; which M; receives.

As an indication of where this discussion is headed, consider the simplified
diagram of the “speech chain” in Figure 2.1. The content of each box on the right,
with the exception of the “phonetic substance”, is a representational format that
defines an interface. The vertical arrows between boxes correspond to the modules
listed in the lefthand column. For example, the segment string is the output of the
speech perception module and the input to the phonology, and thus it defines the
interface of these two modules.

For expository convenience, I focus on input, or parsing, so there is no reference
to articulation, for example. Another simplification here is that top-down process-
ing in actual language use is not represented—for example, knowledge about the
context of utterance can induce speakers to arrive at judgements about phoneme
identification that conflict with the computations of the speech perception mod-
ule. In some cases, listeners may even judge stimuli to contain segments whose
acoustic correlates have in fact been completely replaced by white noise. It is
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unfortunate that the term “speech perception” is typically used to refer both to the
kind of computations intended by the term in this chapter and to higher-order
processes involving judgements that can be affected by listener’s expectations,
knowledge of the lexicon, etc. I take the position that listener judgements are a
source of evidence for the nature of speech perception, but that judgements are the
result of many interacting factors. The parallel to grammaticality judgements in
syntax, which may be affected by garden-path structure, multiple negation, and
other processing challenges, should be obvious. Just as your legs do not go for a
walk (Chomsky 2000: 113) and your grammar does not communicate, your speech
perception module does not make segment identification judgements; you, a
complex of interacting modules, with goals, intentions, and expectations, do all
these things: go for walks, communicate, and judge whether and which segments
are present in stimuli.

The terms “phonetics” and “phonology” are both used with a wide range of
meanings in the literature. In this chapter, I adopt a narrow definition of phon-
ology as a component that involves computations over discrete symbols corre-
sponding to the familiar types of distinctive features ([+nasal], etc.) and syllable
structures. Phonetics, on the other hand, will be used as a cover term for all
components above the phonology in Figure 2.1. Some aspects of Figure 2.1, such
as the symbols for the auditory sub-events, will be clarified below.

The dashed line in Figure 2.1 delimits the traditional core domains of study of
generative grammar—phonology, morphology, and syntax—as opposed to the
performance systems that enter into linguistic behaviour. I will follow generative
tradition in calling the modules below the line “language”, the concern of gram-
matical theory. The study of the representational and computational properties of
humans that allow for language will be called Universal Grammar (UG).!

2.2 THE LANGUAGE FACULTY AND THE
PERFORMANCE SYSTEMS

As a phonologist, my primary interest is to understand the phonological compon-
ent of the language faculty, phonological grammar. In this section, I discuss the fact
that UG, the study of the language faculty, including phonology, actually requires
us to consider the nature of the performance systems as well. The idea is not to

1 Strictly speaking, UG is generally understood to be concerned with properties of mind that are
relevant only to language, not to other modules. For example, memory is necessary for language, but
the study of the nature of memory is considered more general than UG. This is a clear case, but
sometimes the issues are not as clear, and I will not address them here.
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collapse the distinction between the language faculty (grammar) and the perform-
ance systems, but, rather, better to understand which aspects of observed pheno-
mena are due to the former versus the latter. The necessity of this approach is
apparent as soon as we appreciate the fact that data does not come to us sorted and
labeled as “phonological” vs. “other”.

Chomsky has long argued that the nature of the language faculty, linguistic
competence, as opposed to performance systems, should be the focus of study for
theoretical linguists. In the following quotation, Chomsky suggests that this compe-
tence—performance contrast is relevant to all areas of cognition, not just language.

In my opinion, many psychologists have a curious definition of their discipline. A definition
that is destructive, suicidal. A dead end. They want to confine themselves solely to the study
of performance—behaviour—yet, as I've said, it makes no sense to construct a discipline
that studies the manner in which a system is acquired or utilized, but refuses to consider the
nature of this system. (Chomsky 1977: 49)

The focus on competence has been influential, not only in linguistics but in
cognitive science generally (cf. Pylyshyn 1973), although in practice the issues
remain unclear and controversial. I hope to support Chomsky’s position in the
following discussion of the necessity of competence models, by considering how
non-competence factors can obscure our view of underlying competence. In other
words, non-competence factors may distort the scope and quality of the data we
can access in building competence models.

While Pylyshyn, too, stresses the importance of constructing competence
models, he also argues that not all aspects of apparently systematic symbol pro-
cessing behaviour should be attributed to competence. Pylyshyn proposes the
following thought experiment (1984: 205ff). Consider a black box that outputs
signals of spikes and plateaus. When a two-spike pattern and a one-spike pattern
are adjacent, it is typically the case that the former precedes the latter, as on the left
side in Figure 2.2. However, we occasionally see the order switched, but only when
the two- and one-spike patterns are preceded by the double plateau-spike pattern
on the right side of Figure 2.2. Pylsyhyn asks what we can conclude from such
observations about the computational capacities of the system in the box. His
answer, perhaps surprisingly, is that we can conclude almost nothing from such
observations. This, he explains, is because “we would not find the explanation of
the box’s behaviour in its internal structure, nor would we find it in any properties
intrinsic to the box or its contents.”

Pylyshyn’s claim is based on what he designed his imaginary black box to be
doing. The spikes and plateaus in Figure 2.2 correspond to the dots and dashes of
Morse code, and the observed regularities reflect the English spelling rule “i before
e, except after ¢”. In other words, the system is processing English text. If we fed it
German text, with ie and ei clusters freely occurring in overlapping distribution, we
would no longer observe the same output patterns.
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A/M__w

Fig. 2.2 How do we figure out the computational capacity of the system inside the
box? Reproduced from Pylyshyn (1984) by permission of MIT Press

Pylyshyn explains:

The example of the Morse-code box illustrates.. . . that two fundamentally different types of
explanation are available for explaining a system’s behaviour. The first type appeals to the
intrinsic properties of the system...The second type of explanation appeals, roughly, to
extrinsic properties . . . of real or imagined worlds to which the system bears a certain relation
(called representing, or, more generally, semantics). The example illustrates the point that the
appropriate type of explanation depends on more than just the nature of the observed
regularities; it depends on the regularities that are possible in certain situations not observed
(and which may never be observed, for one reason or another) (Pylyshyn 1984: 205)

In linguistic terms, the explanation for the patterns we see in the data (either
patterns we see or patterns in what we do not see, systematic gaps) may not reflect
intrinsic properties of the language faculty, but instead reflect properties of the
kinds of information the language faculty has access to.

We can clarify this by asking what Universal Grammar (UG) should be a theory
of, and considering the relationship between this theory and available data. A
rather naive first proposal would be that UG should account for all and only the
attested languages. Obviously, we do not want our theory to reflect just the
accidents of history, everything from genocide and colonialism to the decisions
of funding agencies to support research in one region rather than another. So, the
purview of UG must be greater than just the set of attested languages.



58 CHARLES REISS

It would be an error in the other direction to propose that UG should be general
enough to account for any statable language. For example, we can describe a
language that lengthens vowels in prime-numbered syllables, but there is no reason
to think that the human language faculty actually has access to notions like “prime
number”.2 To make UG responsible for all of formal language theory would reduce
biolinguistics to a branch of mathematics, with absolutely no empirical basis.

A tempting intermediate hypothesis between the set of attested languages and
the set of all statable languages is the suggestion that UG is responsible for all
attestable languages. In other words, we know that there are extinct languages,
and languages that have not yet come into being, and these are attestable in
principle.3

However, even this middle-of-the road compromise turns out to be insuffi-
ciently broad for reasons that relate to Pylyshyn’s point that “the appropriate type
of explanation depends on more than just the nature of the observed regularities; it
depends on the regularities that are possible in certain situations not observed (and
which may never be observed, for one reason or another” [emphasis added—CR].

Why should we have to account for classes of languages that can never be
observed? Consider that grammars are embedded in humans and that they are
partially learned. It follows from this that the human transducers (input and
output systems), the language acquisition inference systems, and performance
systems place a limit on the set of attestable languages beyond the (upper) limits
determined by S, the initial state of the language faculty.

In Figure 2.3, we can see, as discussed above, that the set of attested languages,
corresponding to the small dark circle, is a subset of the attestable languages, shown
as the hatched region. Obviously, this latter set is a subset of the statable languages,
the box that defines the universal set in our diagram. However, there are two
remaining regions defined in the diagram that need to be explained. Note that the
set of attestable languages corresponds to the intersection of two sets, the set of
humanly computable languages, the large grey circle, and the white circle labelled
as “processable/transducible/acquirable”.

In order to be attestable, a language must be acquirable on the basis of evidence
presented to a learner; an attestable language must also not overload the processing
capacity of a human; and finally, an attestable language must be able to be

2 Actually, the notion of prime number appears to have no relevance in any empirical field. This
point leads to an issue that has arisen in numerous discussions of the proposal that phonology is pure
computation and thus substance-free, as discussed by Hale and Reiss (20004, b). It has been objected
that our claim is uninteresting since it appears that we are proposing that the phonology is basically
a Universal Turing Machine. This is not a valid conclusion, since our position is that phonology is
all, that is, only, computation—not that all computations can be used by the phonological faculty of
the mind.

3 Of course, in the context of mentalistic, I-linguistics, we have to recognize that only an
infinitesimal number of attestable languages have been described in any detail.
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Fig. 2.3 What is UG about?

presented to the language faculty via the perceptual and articulatory transduction
systems. If a language failed to meet any of these criteria, it would not be attestable,
even if it made use only of the representational and computational primitives of the
human language faculty—that is, even if it were a member of the set represented by
the large light grey circle.*

An example of an unprocessable language, one falling outside the white circle,
would be one in which all words contained at least 98 syllables—word recognition
memory buffers would presumably not be able to handle such input. An example
of an untransducible language would be one presented in a signal outside the
range of human hearing. We would not want to explain the fact that such a
language is unattested or unattestable by appealing to properties of the language
faculty qua computational system.

Languages that fail to fall inside the white circle may or may not fall inside the
large grey circle. Those that do fall within the grey circle would fall in the part that
is not hatchmarked. It would take us too far afield to present an example here of
a computable language that is nonethless not acquirable, in other words, fails to
be attested specifically because no evidence could lead a learner to posit such a
language, but I discusses elsewhere one such case in the domain of stress compu-
tation (Reiss forthcoming).

4 The careful reader will notice that this diagram should be interpreted as fairly informal, since the
languages represented are sometimes conceptualized as grammars, sometimes as sets of sentences or
even utterances. I think the expository usefulness of the diagram outweighs this inconsistency.
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Fig. 2.4 Evidence and object of study

So, according to our discussion, the purview of linguistic theory should be the set
of humanly computable languages, the large grey set, even though some such
languages are unattestable—they “may never be observed, for one reason or another”.

This situation, which I think may be relatively normal in science, can be best
appreciated by extracting part of Figure 2.3, as in Figure 2.4. Our source of actual and
potential data is restricted to the set of attestable language, but we have to induce
from this empirical data the nature of the larger set of potential languages. It is
important to keep in mind the fact that inducing this larger set will probably be a
matter of positing fewer properties for the language faculty—by being less specific,
more general, we describe a larger set. To make this idea concrete, contrast a
phonological UG that just specifies that there are rules that insert, delete, and
change feature values with one that specifies all this, as well as stipulating that, in
codas, feature-changing rules affecting [voiced] always involve turning [+voiced] to
[—voiced] and never [—voiced] to [+voiced]. The position I am pushing is that the
first version of UG, the one that makes no mention of specific features in specific
rules, is what we should aim for. This is not to say that UG does not specify a set of
representational primitives—features. The claim is just that the attested combin-
ations of representational and operational primitives found in particular languages,
like “Change [+voiced] to [—voiced] in codas”, are not encoded in UG. The building
blocks for the phonology of attestable, and even some unattestable, languages must
obviously be present in UG, but not the rules of particular languages.

The approach is expressed in the following quotation concerning the ultimate
goals of linguistic theory:

... to abstract from the welter of descriptive complexity certain general principles govern-
ing computation that would allow the rules of a particular language to be given in very
simple forms. (Chomsky 2000: 122)
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Thus, the frequently attested pattern of coda devoicing (whatever the correct
featural description of this may be), and the perhaps complete absence of coda
voicing, as phonological processes in the languages of the world is thus, in my view,
not to be accounted for by UG. This view is inspired by a long history of empirical
work concerning the phonetics of sound change by John Ohala (see Hale and Reiss
20004, b for discussion).

Part of this task of understanding phonology, or grammar more generally,
requires that we understand the nature of the systems that pass information to
or receive information from the grammar, either via direct interface or through the
mediation of other systems. The relevance of the competence—performance dis-
tinction, discussed above, is sometimes obscured by the fact that discussion of
performance tends to focus on so-called “performance errors”, which include
mispronunciations, failures to mark obligatory agreement, etc. In fact, every
utterance “in a language” reflects competence and performance. It is sometimes
said that insistence on competence theory is not valid unless we provide a theory of
performance, but I adopt the position that there should not be a single theory of
performance since performance includes all the components of Figure 2.1 above the
dashed line (“phonetics”), as well as other things. By better understanding what is
not phonology, we can better understand what phonology is—we will not mis-
takenly attribute a property to the phonology that rightly belongs elsewhere. It is to
this problem that we now turn.

2.3 TRANSDUCTION VS. COMPUTATION

In this section, I introduce the distinction between transduction and computation
as part of an elaboration of the first two modules in Figure 2.1. In section 2.5,
I sketch Bregman’s theory of auditory perception as well as a suggestion for a
‘grammar’ of auditory perception developed by Nakajima and colleagues. Section
2.6 presents an auditory illusion along with an analysis in terms of Bregman’s and
Nakajima’s work. In section 2.7, I apply this result to an understanding of speech,
particularly segmentation. I return to a general discussion of interfaces, including a
comparison of “substance-free” phonology (Hale and Reiss 2000 4, b) and recent
approaches to phonetically grounded phonology in sections 2.8 and 2.9.

Pylyshyn (1984: 152) calls transduction the “bridge from the physical to the
symbolic” and provides the following discussion:

This, then is the importance of a transducer. By mapping certain classes of physical states of
the environment into computationally relevant states of a device [e.g. a human], the
transducer performs a rather special conversion: converting computationally arbitrary
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physical events into computational events. A description of a transducer function shows
how certain nonsymbolic physical events are mapped into certain symbolic systems.

Fig. 2.5 Inferring continuation behind an occlusion

When Bregman (1990: 3) points out that “In using the word representations, we are
implying the existence of a two-part system: one part forms the representations
and another uses them to do such things as calculate...”, I interpret this as making
a similar distinction between transduction (which forms representations) and
computation (which calculates over symbols). To take a typical example, the
detection of edges and colours in a visual scene like Figure 2.5 involves transduc-
tion; the inference that two discontinuous regions with the same shade of grey are
parts of a single, partially occluded object is an inference or computation.

Bregman and Pylyshyn are concerned with the transduction from physical signal
to symbolic representation.5 I will extend the term “transduction” to refer to any
mapping that generates inputs to a module. So, the auditory perception system
contains a transduction component, in the narrow sense, which converts acoustic
signals to symbolic representations; and we can also talk of the transduction, in the
broader sense, from the signal to the phonology. This broad notion of transduction
will include all the components of Figure 2.1 above the dashed line. In other words,
mappings between symbolic representations within a module will be called com-
putations, whereas mapping between formats proper to different modules (or
between a physical or neural format and a symbolic structure) will be called a
transduction.

We may not be able simultaneously to understand all the transducers, but I hope
to show that understanding more about transducers, that is, performance systems,
can help us understand the nature of competence. In the following two sections
I discuss transduction and computation in auditory perception with the goal of
returning to phonology, in the narrow sense developed above.

5 Note that this definition of psychological transduction differs from the notion of a physical
transducer which converts energy from one form to another, electrical to mechanical, for example.
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2.4 DiscussioN

The distinction between transduction and inferential computation is obviously
useful in many domains, for example, to understand how hard it is for a machine
to infer that regions with the same colour and texture are part of the same object in
a visual scene. Getting a machine to recognize colours and textures is relatively easy,
but getting them to make inferences like those a human makes is difficult.

Similarly, the position sketched concerning the purview of UG and the need to
recognize that there are computationally possible but unattestable human lan-
guages seem to follow naturally, once we recognize that grammars are embedded in
complex organisms and that linguistic behaviour reflects the effects of many
interacting systems. To deny the position laid out above is to claim that no other
features of humans than the nature of their language faculty affect the sample of
attestable languages. However, despite the simplicity of my argument, we should
recognize that there is a long tradition in generative grammar of rejecting it
implicitly. To illustrate, consider arguments of the following form:

There is some logically possible combination C of linguistic primitives which is not attested
(and, assuming that we have taken a good sample of the world’s languages, is not
attestable), and so UG must somehow preclude C, for example, via a constraint against C.

This ubiquitous form of argument is in direct conflict with the view
developed in this chapter, since it does not recognize the possibility that C is
unattested for reasons having nothing to do with UG. A simple example
would include explanations for unattested phonological feature combinations,
like say [+syllabic, —continuant] that rely on universal markedness constraints
against such feature combinations instead of, or in addition to, appeals to acoustic
or articulatory incompatibilities. Examples can be found as well within the morph-
ology and syntax literature. This is not the place to examine particular cases (see
Hale and Reiss 20004, b), and so I just note the conflict between this traditional
form of reasoning and the arguments developed here.

The source of this reasoning in generative tradition appears to be the following
analogy. A grammar (a theory) of a language L is supposed to generate all and only
the grammatical sentences of L, and a theory of Language (the human language
faculty) is similarly supposed to generate all and only the possible languages. First
note that the term “generate” is implicitly being used in two different senses—there
is a technical meaning to the term “generate” in the generative literature that can be
paraphrased as “assign a structural description to a sentence, including sets of
phrase markers related by a derivation, indexation, etc.”. This is definitely not the
meaning of “generate” that is relevant to the definition of the set of possible
languages. Secondly, the crux of the matter lies in the definition of “possible”. My
impression is that the term is implicitly taken to mean “which we could possibly
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find attested with a representative sample of current, past and future languages”.
There is an obvious problem of logic in inducing the principled absence of a
pattern from any finite sample, but the criticism here goes further in claiming
that even an exhaustive survey of attestable languages may be misleading with
respect to the nature of UG. This is my understanding of how so much of the
generative literature has misunderstood the search for UG and led to a failure to
appreciate the filtering effect of extragrammatical factors on patterns of attestation.

While I consider the foregoing discussion to be straightforward and non-
controversial, the question of how to solve the problems which I have identified
is quite controversial. In the following sections, I jump into this controversy with
some speculations about how results in auditory perception could provide insight
into patterns of attestation in phonology. This work is related to work referred to
above that combines phonetics and historical linguistics to account for some of the
patterns that have, wrongly in my opinion, been attributed to properties of
grammar. Thus, I hope that a reader who finds the following to be vague and
overly speculative can still be persuaded of the need for explanations of the type
[ am proposing, based on the arguments made in the preceding sections. Deeper
explanations and further experimental work is clearly needed, but I offer the
following speculations as a rough guide to how modular explanations may yield
insight into the modules and interfaces of the mind/brain.

2.5 AUDITORY SCENE ANALYSIS
(BREGMAN 1990)

The perceptual world is one of events with defined beginnings and endings...An event
becomes defined by its temporal boundary. But this impression is not due to the structure
of the acoustic wave; the beginning and ending often are not physically marked by actual
silent intervals. (Handel 1989)

Auditory scene analysis is a framework for studying auditory perception developed
by Albert Bregman and his collaborators. I think Bregman would be the first to
admit that work in the field is still in its infancy. However, it has now become
possible to ask questions concerning the nature of auditory perception that
approach the sophistication of questions in domains such as visual perception.
Auditory scene analysis can be broken down into two main components. One
problem, given the fact that sounds waves from various sources are combined into
a single wave that reaches the eardrum, is that of simultaneous spectral integration
and segregation. The auditory system integrates into a single representation
parts of the sound spectrum reaching the ear within a temporal window that
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“go together”. Of course, the decision that spectral regions go together is determined
by properties of the auditory system, and in the case of an illusion, the decision
may lead to a non-veridical percept. An example of spectral integration is the
perception of a played musical note and the over-tones that give the instrument its
unique timbre as emanating from the same source. The process of assigning parts
of the spectrum to different perceptual sources is called spectral segregation:
attending to speech while a fan provides a high-frequency hum in the background
requires spectral segregation.

The other main component of auditory scene analysis is sequential integration—
acoustic events occurring separated in time may be integrated into a single
auditory stream. Examples of streams include a sequence of footsteps or the
continuous sound of falling rain. Individual sounds of a foot striking the ground
are separated by silence or other sounds, yet the steps are integrated into a single
perceptual object, a stream.

The complexity of the task of auditory scene analysis can be appreciated by
considering the spectrogram in Figure 2.6. This is the spectrogram of a wave
created by mixing a sample of recorded speech and some music. The spectrograms
of the music and speech separately are shown in Figure 2.7. In this example, I was
able to display the music and speech separately because I had the separate record-
ings. The mind has to extract such information from a complex stimulus, like the
mixed signal, to construct distinct streams from a single physical signal.

2.5.1 Streams and Speech

Because of the complexity of this task of integration and segregation of a signal like
simultaneous music and speech, it is more manageable to study auditory scene
analysis under controlled laboratory conditions with simple synthesized stimuli.
An early result that led up to the auditory scene analysis framework is the
demonstration by Warren et al. (1969) in which subjects were played a continuous
loop consisting of a high tone (1000 Hz), a hiss (2000 Hz octave band noise), a low
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Fig. 2.6 Spectrogram of a complex wave consisting of music and speech
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Fig. 2.7 The music (above) and the speech (below)

e The signal: ... HIGH TONE — HISS — LOW TONE — BUZZ . . .
e The percept:

HIGH TONE ... HIGH TONE

HISS ... HISS

LOW TONE ... LOW TONE

BUZZ ... BUZZ

Fig. 2.8 Continuous loop perceived as four separate streams

tone (796 Hz), and a buzz (4000 Hz square wave). Under certain circumstances of
overall looping speed and intersignal gap, the percept consisted of four separate
streams: a repeating high tone, a repeating hiss, a repeating low tone, and a
repeating buzz, as illustrated in Figure 2.8. The elements of these streams had no
temporal relations to elements of other streams in the percept, so subjects could
not reliably identify, say, which sound came directly after the low tone in the
loop—they performed at chance levels.

In order to stream auditory events, they must be “close” enough to each other
along some auditory dimensions, such as pitch, quality, or loudness. By manipu-
lating these parameters, it is possible to manipulate perception of single vs.
multiple streams. In the stimuli that Warren and his colleagues presented, the
four types of sound were too distinct from each other to be streamed together.

6 Interestingly, performance was significantly above chance when the sequence was played only once.
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In light of such results, Bregman points out that it is surprising that the sounds
in speech, which includes vowels, fricatives, stops, nasals, etc., should be so easily
integrated. Bregman explains that processing of speech may be aided by the fact
that listeners have cues such as transitions between these sounds, location, and
source size and volume to help them. Despite the acoustic variety of speech sounds,
speech seems to be easily streamed, and thus separated from other ambient signals.
Henceforth, I will assume that speech processing involves the construction of a
single stream for the input signal:

(1) Proposal
The input to the speech perception module is an auditory stream.

This stream is the auditory computation—speech perception interface, as shown in
Figure 2.1.

2.5.2 A Simple Grammar for Auditory Scene Analysis

Building on the work of Y. Nakajima and T. Sasaki, Nakajima (1996) proposes that
auditory scene analysis can best be understood in terms of a “grammatical”” system
of symbolic primitives and rules of combination. The primitives are elements even
smaller than the sounds (a footstep, a musical note, etc.) that make up auditory
streams (the sound of someone walking, a melody). These primitive elements,
auditory subevents, are classified into at least four fundamental types:

(2) Types of auditory subevent

* Onset (denoted by <): a steep rise of sound intensity within a certain
frequency range (e.g. a critical band) can be a clue of an onset.

* Termination (denoted by >): a steep fall of sound intensity within a
certain frequency range can be a clue of a termination.

* Filling (denoted by =): a piece of sound energy extending for a certain duration
without any sudden change of frequency range can be a clue of a filling.

* Silence (denoted by /): if the sound energy across a certain frequency range
and a certain duration is very thin despite some amount of sound energy
in the preceding part, this makes a clue of a silence.

Onsets and terminations will be referred to below as boundaries.

As these definitions make clear, what is of interest to us are the cognitive
representations transduced from the physical signals. So, for example, the auditory
grammar subevent “silence” can be transduced in a context of acoustic energy, for
example, where the energy is not part of the same stream as the perceptual
“silence”. It is sometimes difficult in discussion to be consistent in distinguishing

7 Obviously, the term “grammar” here is being used in the general sense of a rule system for
combining primitive symbols, and not in the specifically linguistic sense.
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the cognitive subevents from their acoustic correlates. However, use of the symbols
mentioned above will be helpful: the symbol “/” is called a “silence”, but it refers to
a representation that may be transduced during a period of acoustic energy.
Presumably, even the representations accessed in auditory imagery and memory
(that is, in the absence of any acoustic correlates) are constituted of the same
primitive symbols as those that are transduced from acoustic signals.

According to Nakajima, most auditory events in our everyday life seem to take
one of the following three modes:

(3) Auditory events

a. An onset followed by a silence (e.g. a clap sound): (<)/

b. An onset, a filling and a termination followed by a silence (e.g. a cat’s
meow): (< = >)/

c. An onset and a filling followed by the onset of another auditory event
(e.g. a note in a melody played legato): (< =)<

Following Nakajima, the auditory events in (3) correspond to the portions
within parentheses. The subevents following the right parenthesis represent the
beginning of the next auditory event or a silence.

The primitive auditory subevents are thus grouped into events which are the
immediate constituents of auditory streams. The events are combined into streams
acording to a small set of principles.

(4) Definition of auditory stream

a. Anauditory streamisalinearly ordered string of auditory events and silences.
b. An auditory stream begins with an onset and ends with a silence.
c. Assilence is not followed immediately by another silence.

To summarize the model developed thus far, an auditory scene is composed of
auditory streams that are composed of auditory events that are composed
of auditory subevents.

In what follows, we will see that the component events of a stream can be
embedded in other events, in addition to being linearly ordered.

2.6 GAP TRANSFER ILLUSION

In this section I discuss an auditory illusion, the gap transfer illusion (see Nakajima
2000 for on-line demonstrations), discovered by Nakajima and Sasaki, that suggests
that when a signal does not correspond in a straightforward manner to a licit,
grammatical parse the auditory system “inserts new subevents, interprets the same
clues twice or more, or suppresses some clues” (Nakajima 1996). It is crucial to keep
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in mind that the subevents are discrete symbols over which auditory scene analysis
computes. The four primitives are manipulated by the computational system in the
construction of the auditory scene. Nakajima and Sasaki invoke Gestalt principles
such as proximity and similarity to explain some of the manipulation of subevents
by cognition—we will refer to these below, but also provide another perspective.

Our discussion of the gap transfer illusion will necessarily be rather informal. In
Figure 2.9, the x-axis corresponds to time and the y-axis to frequency. Arrowheads
are to be equated with the boundary symbols, < and >, introduced above. Lines
correspond to fill, =. The gap transfer illusion arises when a stimulus such as
Figure 2.9B is perceived as Figure 2.9A. Stimulus A contains a long rising acoustic
glide (not a linguistic glide like [w]!) and two shorter falling glides separated by a
gap that the long glide passes through. Stimulus B is similar overall, but here,
instead of a long rising glide, we have two glides separated by a gap, which is
crossed by a single falling glide. That is, the gap in the acoustic rising glide in B is
transferred by the perceptual system to the falling glide, so that B is perceived as
A—the two signals give rise to the same percept.

There are actually several things going on here, some of which are strictly
speaking not part of the gap transfer effect. It will be useful to discuss them,
however, to illustrate the working of the auditory grammar that Nakajima and
his colleagues propose. First, note that the stimulus in (B) does not begin with an
onset, <, or end with a termination, >. This is because the rise and fall of the sound
intensity in these locations were not ‘steep enough to give such clues’, according to
Nakajima. A filling at the beginning of an auditory stream or a filling immediately
followed by a silence is ungrammatical. That is, such contexts cannot be derived
from the above-mentioned grammatical rules. Apparently, the solution for the

N\
N\

A perceived veridically. B perceived as A.

Fig. 2.9 Gap transfer illusion
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auditory system is to insert an onset (in accordance with (4b)) and a termination
(in accordance with (3b)).

The insertions demanded by these auditory rules would give something like (5).
(Note that I am fudging the issue of what exactly (5) is. It is not exactly a
representation of the stimulus and it is not the final percept. Perhaps it is best
thought of as an intermediate auditory representation.)

(5) Boundary insertion

The relevant onset and termination are inserted by the auditory grammar at the
points labelled 1 and 6.

We are now ready to relate Nakajima’s description of the Gap Transfer Illusion
via the Gestalt Principle of Proximity. In order to do this, I have replaced some of
the arrowhead onset and termination markers with other symbols. The recoupling
or reassociation of these boundary markers can be deduced by matching pairs of
symbols. The discussion will also be facilitated by the numerals, corresponding to
the physical temporal sequencing, that I have assigned to the boundary markers.

(6) Boundary reassociation
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In the signal or, more precisely, the intermediate representation in (5), bound-
aries 1 and 3 belong together, as the subscript a denotes below in (7). Boundaries
2 and 5, with subscript b also belong together. Finally, 4 and 6, with subscript ¢,
belong together.

(7) SigNAL (plus perceptual insertion of 1 and 6)
<a, <b, >a, <¢,  >bs >C6

However, the percept is very different. The temporally close onset-termination pair
(2,3) have been coupled, as indicated by the matching normal arrowheads in (6)
and by the subscript 3 that they share in (8). Similarly, the pair (4,5) have matching
curved boundary markers in (6) and the subscript vy in (8), denoting the fact that
they have been perceptually coupled. This leaves the pair (1,6), with open circles for
boundary markers in (6) and subscript « in (8).

(8) PERcePpT (after reassociation of boundaries)
<oy <B, >B, <y, > >

The percept resulting from insertion and reassociation of boundaries from an
input stimulus like B in Figure 2.9 is thus structurally identical to that resulting
from an input stimulus like A in Figure 2.9.

Before moving on to speech perception, let us make two observations. First, the
percepts of onsets and terminations, as well as their mutual associations, are
constructed in the process of auditory stream analysis. The percept cannot be
read directly off the signal, without knowing how the auditory system associates
boundaries. In other words, the construction of the auditory percept is to some
extent divorced from the structure of the input signal.

The second observation is perhaps the crux of this chapter. Nakajima et al. invoke
the principles of Gestalt psychology to account for the gap transfer illusion—
boundaries that are in close temporal proximity and similar enough acoustically to
be associated perceptually. However, they also develop the notion of auditory
grammar, and this is where convergence with linguistics becomes interesting—
not in the use of the term “grammar”, but in the fact that the effect of reassociation
in the gap transfer illusion is to provide the auditory stimulus with an immediate
constituent analysis. In the final percept associated with stimulus B, as denoted in
(8), constituent & contains constituents 8 and y, and 8 precedes vy, but there are no
interlocking constituents. I suggest that this is a defining characteristic of auditory
streams, as well as of linguistic representations. In other words, the illusion arises
from fact that two auditory events, x and y within a stream may be sequentially
ordered (as in (9a)) or embedded (as in (9b)), but not interlocked (as in (9¢)).

(9) Immediate constituent analysis of streams
a. [« 1« [, 1, sequential-PossiBLE
b. [« [, 1, ]« embedded—PossiBLE
¢ [« [, ]« 1, interlocked-Not PossiBLE
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These are exactly the relations we see among constituents in a well-formed syntac-
tic tree, for example.

Obviously, the gap transfer illusion only occurs under certain conditions—not
every stimulus of this general form will induce the illusion. The point is that, if the
illusion is not induced, that is, if the subject hears temporally interlocking events,
then streaming has not occurred.

2.7 APPLICATION TO SPEECH
SEGMENTATION

In this section, we treat speech signals as complex auditory streams composed of
simpler streams consisting of various auditory events that correspond to the
acoustic cues generated by a human vocal tract in speech. In other words, acoustic
parameters such as the value of the first formant or the presence of high-frequency
broadband noise each constitute, by hypothesis, an auditory stream. These
streams, of course, can be further analysed into their component events and
subevents. However, of more interest to us is the idea that the streams correspond-
ing to acoustic parameters can be combined via the relations of embedding and
precedence, to form the complex streams that are the input to speech perception, as
proposed in (1).

We can imagine an idealized representation of the relationship between the
acoustic cues that are transduced to phonological featural representations with
perfect temporal alignment for all the cues. In the example in (10), Cue, is absent
from segment x.

(10) Idealized segment

Segment

Cue,
Cue,
Cue, —
Cue, >

However, it is well known that from either an articulatory or an acoustic perspec-
tive, temporal relations of gestures or perceptual cues are much less orderly, as
shown in (11), where Cue, extends over Cue; completely, Cue, partially overlaps
with Cue,, and the latter completely precedes Cue, and Cue;.

8 A segment can be thought of as a phonological timing unit and all associated features.
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(11)  Acoustic cue-articulatory-gesture alignment

Segment

Cuey <—

Cues -~
Cue, —
Cue, -

Even granting that cues do not all line up perfectly in duration, we could imagine an
idealized representation of the temporal sequencing of cues in a sequence of segments,
with a neat division between the cues belonging to two segments x and y, as in (12):

(12) Idealized alignment of cues and gestures

Segment ;

Cuey <—— >
Cues s >

Cue, —
Cue, -

However, once again, the acoustic and articulatory reality is much messier. The
alignment relations in (13) are much more representative.

(13)  Physical alignment of cues and gestures

Segment

Cue4

Cue3 -

Cue, <—-—> -—>

Cue,

In other words, cues that end up being interpreted as belonging to a given segment
may partially or even fully overlap temporally with the cues of another segment.

Despite the complex temporal relations among cues both within and across
segment boundaries, I would like to suggest that the equivalence classes generated
in the process of speech perception lead to a representation more like (14), where
I have equated (simplistically) cues with features.

(14)  Claim: (Quasi-)Phonological representation

Segment

Cuey

Cue;

Cue, ~———

Cue,



74 ~ CHARLES REISS

In other words, cues are mapped via a series of transductions and computations to
feature bundles (segments) which are complexes of discrete categorical symbols.

This organization via precedence and containment suggests a basis in perception for
the phonological segment. One way to express this is that the segment is the Gestalt
imposed on the signal by an auditory system that organizes cues via immediate
constituent analysis. Another way to say this is that segments are the equivalence classes
transduced and inferred from the messy signal in the course of speech perception. These
equivalence classes are the constitutive objects of the speech processing “scene”.

If the view sketched thus far is correct, then it appears that phonology should not
be able to “look inside” any of the modules that feed it. The segment string
constitutes the interface of speech perception and phonology and the assumption
of informational encapsulation guarantees that no other information is available to
the phonology from the other levels. In other words, phonology cannot have access
to processes of auditory inference that may have inserted or deleted subevents or
associated them non-veridically. The phonology also cannot have access to the
input to the auditory transduction—the raw acoustic (or cochlear or auditory
nerve) signal. To summarize, if we use the term “phonetics” to refer to everything
above the dashed line in Figure 2.1, then the only phonetics—phonology interface is
the segment string.®

We now consider the implications of this view of the phonetics—phonology interface.

2.8 SUBSTANCE-FREE PHONOLOGY
(AND SYNTAX)

The speech-chain diagram in Figure 2.1 shows that “auditory perception” or
“audition” consists of two parts:1° the transduction of the physical signal into a
symbolic alphabet of <, >, =, /,...; and the computations/calculations/inferences
that parse the output of transduction into auditory events.!!

After the transduction of the signal—that is, once we get inside the organism—
there is no direct access to acoustic substance, so even the inference-making part of
audition is “substance-free” in the sense that it may insert, delete, or non-veridically
associate boundaries in computing over the symbolic representation that is the

9 For the sake of simplicity, I am not addressing difficult issues such as the nature of
suprasegmentals like tone and stress.

10 These components can surely be broken down further, but for present purposes, this two-way
distinction is sufficient.

11 Tt is worth noting that the auditory inference engine may infer the existence of subevents in the
absence of physical evidence in the process of constructing a licit parse of the signal, something it
apparently must do.
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output of transduction. For example, the potential reassociation of boundaries that it
is necessary to attribute to the auditory system in order to account for the gap
transfer illusion imposes a potentially non-veridical interpretation on a transduced
signal. To say that audition is not necessarily veridical is to recognize that acoustic
substance may be ignored or overridden in constructing auditory percepts.

This conclusion in turn lends credence to the “substance-free” approach to
phonology advocated by Hale and Reiss (20004, b). Speech perception, which
must be used in the acquisition of phonology and also feeds phonological parsing
when understanding speech, is dependent on auditory perception, which in turn is
composed of a transducer and a sometimes non-veridical computational system—
the alignment of terminations and onsets, qua elements of a symbolic representa-
tion, does not have to correspond to the alignment of their physical correlates.
Phonological computation is thus at least two steps removed from the transduction
from acoustic signals (by one (narrow) transduction and one computation), and
thus is at least two steps removed from acoustic substance.

Note that the diagram in Figure 2.1 extends beyond phonology. After phonology,
the input must be morphologically parsed, associated with lexical items, and
syntactically parsed. Given the model proposed, there would be no more reason
to posit access to phonetic substance, i.e. the physics of the sound wave, for
phonology than for syntax. Both are only remotely linked by intervening processes
to the sound. An advocate of access to acoustics for phonology would have to
accept such access for syntax (i.e. offer phonetic grounding for syntax) as well, or
else stipulate why there is no such access.

The idea that “higher” levels such as syntax and phonology have no direct access
to the properties of stimuli has been expressed aphoristically by Bruce Bridgeman
as “the brain is deaf, dumb, and blind”. My colleague Roberto de Almeida, also a
psychologist, puts it like this, “After transduction all hell breaks loose.” I would
suggest that the substance-free phonology proposal is actually quite orthodox in
the larger context of cognitive science, even though it meets with scepticism within
phonology.

2.9 CONCLUSIONS

2.9.1 Relating Epistemology and Ontology

The discussion surrounding Figure 2.1 is primarily concerned with ontological
issues—it tells us what (some of) the components of the speech chain are. Figure 2.3,
on the other hand, is useful for epistemology with questions like “What kind of
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evidence can we collect to study the language faculty and construct a theory of
UG?” To relate these two diagrams, consider that all the components above the
dashed line in Figure 2.1 will necessarily limit what is attestable below the line. That
is why only a subset of languages in the large grey circle of Figure 2.3 are attestable.
Much confusion in current phonological work arises from the failure to distinguish
the epistemological questions concerning our sources of evidence, discussed with
regard to Figure 2.3, from ontological questions about the nature of the language
faculty, the object of inquiry of generative linguistics. For example, patterns in the
data that result from the nature of the transducers or the acquisition process are
mis-attributed to the language faculty proper.

2.9.2 Inheritance versus Grounding

I have proposed that the phonological segment is a construction built ultimately on
the auditory subevents constructed in the first stages of auditory perception.!2
This proposal differs in two ways from the common claim that there is evidence
for the segment in the speech stream. First, this proposal views the situation
from the phonological top down to the auditory bottom—as recognized by Sapir
(1933/1949) and Hammarberg (1976), phonological categories are logically prior to
those of phonetics. Linguistic categories have to be imposed on certain signals, thus
differentiating them from potentially physically identical signals that are non-
linguistic.1? Sapir’s famous examples are a voiceless w, [m], vs. the sound of
blowing out a candle and an [s] versus a hiss. As Hammarberg points out, we
cannot even undertake a phonetic study of variant pronunciations of /k/ within a
language, unless we first recognize the phonological category /k/.

I have suggested that the segment as a unit of phonology reflects the immediate
constituent structure imposed on incoming auditory signals when these signals are
incorporated into a single stream. The appropriate conception of the relationship
of phonology to phonetics, I submit, is one of inheritance. If we use the term
“phonetics” to refer to all the components above the dashed line in Figure 2.1, then
the symbols of phonology must inherit any structures passed down from those
components. The phonology cannot, for example, reassociate auditory subevents
to allow segments to interlock. This proposal is simple, and consistent with standard

12 That is, segments stored in memory as phonological representations of lexical items are initially
constructed on the basis of auditory cues received as input during language acquisition.

13 Actually, the recurrent claim that there is no poverty of the stimulus argument for phonology,
that all the evidence for segments is derivable from the signal, seems completely nonsensical; my dog
has very acute hearing, and yet does not appear to have figured out much about speech segments in
almost nine years, whereas my baby boy, whose hearing is less acute, has already figured out quite a lot.
The evidence is only in the signal if you are a human with a Language Acquisition Device that imposes
an interpretation on speech, but not if you are a dog.
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cognitive science assumptions of modularity and informational encapsulation.
I think it is worth pursuing.

This view is in contrast with recent attempts to “ground” phonology in phonetics
by building markedness statements into the phonology—putative statements that
constitute universal grammatical knowledge concerning the “well-formedness” of
phonological representations and the utterances they transduce to and from.
I propose instead that it is more useful to conceive of phonetics as grounded in
phonology—phonetic facts are such only by virtue of being transduced into the
categories, the equivalence classes, provided, or rather imposed, by the phono-
logical component of the human language faculty.

2.9.3 Against Markedness and Phonological Pathology

We have supported the discrete nature of phonological representations by arguing
for discrete symbolic representations as the objects of the more basic auditory
computations too. There is no sense in which segments are “emergent” properties
of raw acoustic signals—listeners have no access to raw signals, because transduc-
tion turns them into symbol structures. The rejection of phonetically based
markedness considerations in phonology (see Hale and Reiss 20004, b) follows
from our results thus far—the phonology can have no access to aspects of acoustics
or articulation since so many purely symbolic systems intervene between these
levels of analysis.

Rejecting phonetically based markedness also leads us to reject notions of
phonetic and phonological “pathology”, the idea that phonology tends to repair
or fix phonetically marked structures (see Reiss 2003). One expression of the
pathology metaphor can be found in Yip (1988: 74): “The main contribution of
the OCP [Obligatory Contour Principle] is that it allows us to separate out
condition and cure. The OCP is a trigger, a pressure for change.” More recently,
Hayes and Steriade (2004) discuss markedness: “the what is phonetically difficult is
not the same as the how to fix it.” Such discourse makes no sense in the model I
propose in this chapter—as we saw, the phonology has no direct access to the signal
(and presumably parallel considerations hold with respect to articulation). This
conclusion, like the other points I made in favour of substance-free phonology,
allows us to focus on the computational properties of the language faculty. We are
in a better position to understand what a computable language is when we have
factored out the confounding effects of the transducers which I claim have misled
phonologists to posit a notion of phonetically based phonological ill-formedness as
part of grammatical knowledge.

The general view I have presented in these conclusions is to be contrasted with
the traditions of markedess theory, dating from Jakobson, continuing (weakly) into
SPE, natural phonology (Stampe 1979), Grounded Phonology (Archangeli and
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Pulleyblank 1994) and Optimality Theory, and especially the “phoneticist” and
functionalist versions of the latter represented by Hayes and Steriade’s volume of
collected papers: “The hypothesis shared by many writers in this volume is that
phonological constraints can be rooted [a.k.a. “grounded”—CR] in phonetic
knowledge. ..the speaker’s partial understanding of the physical conditions
under which speech is produced and perceived.” My own prejudice is that the
burden of proof falls upon those researchers who heretofore have tacitly rejected
the assumptions of modularity and encapsulation developed over the last decades.
They need at least to explain why their non-modular and apparently redundant
model is even worthy of serious consideration.
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CHAPTER 3

THE PHONETICS-
PHONOLOGY
INTERFACE AND
THE ACQUISITION
OF PERSEVERANT
UNDERSPECIFICATION

MARK HALE
MADELYN KISSOCK

3.1 INTRODUCTION

This chapter explores the phonetics—phonology interface, both in the broadest
sense of “phonetics” which addresses aspects of articulation and acoustics and in
the narrow sense of “phonetics” which is concerned with abstract surface and/or
phonetic representations which are the output of phonological computations. We

The authors would like to thank the editors of this volume, especially Charles Reiss, and the
audiences of the 6e Journées Internationales du Réseau Francais de Phonologie (June 2004) and the
13th Manchester Phonology Conference (May 2005) for their helpful comments and suggestions.
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examine here a particular type of underspecification, which we will call “persever-
ant”, acquisition of which is motivated primarily by exposure during the learning
process to speech sounds which are not consistent in their physical properties with
assignment to any fully specified set of features. The more common types of
underspecification are motivated by data from alternations or by a desire for
economy of representation, both of which result in underspecification at the level
of Underlying Representation (UR) but not at the phonetic level. By contrast, the
type of underspecification we will be discussing is motivated by a particular well-
defined property of the acoustic signal and perseveres from the underlying forms
through the surface or output forms. Because of its perseveration, the under-
specification detailed here provides an especially fertile ground for the exploration
of the phonetics—phonology interface. Data from the Marshallese vowel system
provide the empirical basis for our discussion. We will use this data to explore what
sorts of physical phonetic information can trigger an acquirer to store under-
specified representations as well as how both the acquisition and ultimate grammar
can be modelled using Optimality-Theoretic assumptions. This discussion will
reveal various problems with the notion of “markedness” as currently used, as
well as with the acquisition path to an OT grammar. Much of the discussion will
have implications for the more global question of how and why an acquirer assigns
certain features to an abstract representation based on information extracted from
an acoustic event. The second section of the chapter outlines our basic theoretical
assumptions and provides definitions of terms. Section 3.3 presents very briefly an
example of a more common type of underspecification for purposes of contrast
and then outlines two cases of what we call perseverant underspecification, a
Russian example discussed in Keating (1988) and the case of Marshallese vowels.
In section 3.4, we present the details of a constraint ranking that would capture this
underspecification in an adult grammar. Section 3.5 discusses how an adult gram-
mar of this type can be acquired. Section 3.6 presents some additional supporting
data from Marshallese loanwords and section 3.7 presents our conclusions.

3.2 BACKGROUND ASSUMPTIONS

Since our primary interest is in modelling aspects of the phonological computa-
tional system (including the primitives over which such computation takes place),
which are the result of phonological acquisition (and some innate properties of
Universal Grammar, UG), we begin by presenting our assumptions about the
nature of this computational system. This necessitates a discussion of the division
between phonology and phonetics and of the distinction between linguistic and
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non-linguistic processing, as well as explicit definitions of the terminology we use.
Explicitness is particularly important in the present context since there is no
general agreement among researchers on these matters and we believe that con-
siderable confusion has been introduced by the use of vague or ambiguous
terminology. The one point on which there is general agreement, at least among
phonologists, is that phonology, in its narrowest sense, consists of the mapping
from underlying representation to surface representation. Keating (1988) explicitly
addresses this issue and we follow her both in our use of terms and in our
definition of “phonology”. For Keating and for us, phonology involves only a
feature-to-feature mapping and nothing else. Other researchers have defined
phonology much more broadly and have extended it well beyond the feature-
to-feature mapping. Hammarberg (1976), for example, defines any aspect of
pronunciation that involves cognition (e.g. anticipatory co articulation) as part
of “phonology”. For Hammarberg, then, a mapping of a set of features to a gestural
score! or of an acoustic score to a set of features, because both are considered
“cognition”, would be included within the scope of his “phonology”.2

We propose that mappings between dissimilar representational formats, such as
from features to a gestural score, are performed by transducers. Transduction, in
general, is a function which converts a form in one representational “alphabet” to a
form in a different representational alphabet.? Phonetic transduction is thus to be
distinguished from phonological computation by the fact that it incorporates some
type of conversion process—it changes one type of representation (featural, for
example) into another type of representation (gestural score, for example). In our
model, phonological computations, unlike transduction, operate on only a single
type of symbolic representation, namely, features. Features are both the input to
and the output of the phonology—phonological computations cannot convert
features into other types of representation. Under any analysis, however, the
incorporation of a transduction process of some type into the model of speech
production seems inescapable, since there are no features actually present in the
acoustic output of speech.

A further logical necessity is the presence of two distinct transducers, one for
processing representations concerning audition and one for processing representations
concerning articulation. Positing two transducers is suggested by the fundamentally
distinct nature of auditory vs. articulatory processing. For example, while both involve
unidirectional processing, the direction of processing is not the same in the two cases.
Articulation demands transduction of features (the input) to some gestural score

1 'We borrow the term “gestural score” from Browman and Goldstein (1990) and extend it to the
acoustic domain.

2 While Hammarberg defines phonology more broadly than we do, he maintains distinctions
between processes within this broader domain.

3 We borrow this terminology from Pylyshyn (1984). Our use of the term is related to his but not
identical with it. Pylyshyn’s primary concern is the more general area of computation and cognition.
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(the output), whereas audition requires transduction of a percept (the input) to
features (the output).* In addition, we assume that there is an actual, physical
difference between the mechanisms involved in audition and those involved in
articulation, and that dedicated transducers reflect this difference. We assume that
these two transducers are innate and invariant; they are identical in all humans
(barring some specific neurological impairment) and do not change over time or
experience (i.e. they do not “learn”).> Our model assumes strict modularity, that is
to say that the modules are cognitively encapsulated such that no component can
see inside another component. Only the output of one module may be fed to
another module and then only in the case of particular modules. So, for example,
the output of the phonology is the input to the auditory transducer, but the
acoustic transducer does not feed its output to the auditory transducer, nor vice
versa. Thus the two transducers operate independently of one another and have no
interaction. Following Hale and Reiss (2000), our model necessarily divorces
(phonological) features from both articulation and audition. Features are simply
symbolic, “substance-free” primitives which are manipulated by the phonology
and the transducers. The very fact that two separate transducers are required—one
for articulation and one for audition—forces the separation of features from any
physical substance. Since what is mapped onto a single feature comes from two
very different sources, this separation from the physical substance is a logical
necessity; a single feature cannot, for example, be derived both from the muscle
commands involved in raising the tongue body and from a neural impulse trig-
gered by some portion of an acoustic wave (let alone some actual property of the
wave itself). Thus, we can consider the transduction process, too, as invariant in
that the relationship or mapping between a particular feature bundle and a par-
ticular gestural score is a deterministic (and thus consistent) conversion process
and, similarly, that the relationship or mapping of a particular auditory input to a
feature bundle is deterministic. Crucially, the features and their transduced output
forms are different from one another. Finally, we assume that phonological fea-
tures, themselves, are universal in the sense of UG. A universal feature is not one
that is found “universally” but rather a feature which is drawn from a universally
available but finite inventory.6 Any UG feature may be present in the actual mental
representations of a particular instantiation of natural language but it is not clear
that every feature must be present. Since the symbolic representations of natural

4 We do not intend by this that there are only two transducers. We assume that transduction is a
complex process which involves many different transducers. However, for our purposes here, only the
highest level of transduction is immediately relevant—namely, that of features to gestural score or
acoustic score to features.

5 This claim regarding innate, unchanging transduction is made solely for these two transducers
which take one type of symbolic representation and convert it to another type of symbolic
representation. It is not a claim that motor skills, for example, are not learned or do not develop or
mature over time; it is not a claim about motor skills at all.

6 For a view opposing the universality of features, see Pulleyblank (2001).
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language segments appear invariably to be feature bundles, it is actually the possible
featural combinations that are responsible for the wide variety of sounds found in
language, not the sheer number of features.” The relevant mappings in our model
of phonology and transduction are shown in (1).

(1) Phonology: Underlying Representation (UR) < Surface Representation (SR)
Transducer,,gisor,: SR < Acoustic score
Transducer,sicuiatory: SR — Gestural score

Phonology Auditory Acoustic
/ transducer score
UR ~—— SR
(features) (features)
Articulatory Gestural
transducer score

This model and the accompanying discussion have so far presented only what we
believe to be computations and processes specific to language. As such, they
represent only a portion of what makes up an individual’s actual behavioural
output or performance. We assume that between, for example, the gestural score
and the point of actual physical output, there can be input or modification from
many other non-linguistic facets of cognition that determine amplitude, speech
rate, affect (e.g. tone of voice), and other situational effects. Crucially, none of these
post-gestural-score additions contained in the physical output appears to be used
by the linguistic computational or processing systems, and therefore a sharp
distinction between the two types of processing, linguistic vs. non-linguistic, is
indicated.® While we believe that features are purely formal representations and
that the transducers are invariant across speakers and deterministic in the way they
perform conversions, we still predict that there will be differences in the measur-
able, physical instantiations of any single feature bundle. These differences will have
at least one of three possible sources (and will probably be due to more than one):
(1) the articulatory transducer, although mechanical, implements features

7 We use the term “bundles” loosely to represent groupings of features. We take no position here on
the best way to represent these groupings.

8 As is well known, phonological acquisition routinely and successfully takes place in environments
where there is great variability in the physical production of featurally identical speech sounds. For a
summary of some of the research on this topic, see Jusczyk and Luce (2002).
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and feature bundles in a context-sensitive manner;® (2) there are within- and
cross-speaker differences in physical attributes (e.g. subglottal pressure, size and
shape of oral cavity); and (3) there are external, physical forces which may interfere
with production (e.g. external air density). As a result, a particular featural
representation will correspond to multiple physical instantiations (on separate
occasions) which nevertheless typically fall within some reasonably well-defined
area—namely, the acoustic space.’® We will see that, in the Marshallese cases, it is
specifically the absence of a well-defined area along certain dimensions that is
crucial evidence for the acquirer of Marshallese. This potential chain of events
leading to physical output can be schematically represented as in (2).

(2) Transduction and the acoustic space

Featural Phonetic Implementation Physical Outputs
— Input — Transduction Context (Acoustic Space)
+voc

between coronals — fast, soft speech

+hi

between velars —— slow, loud speech

bk
+ —

initial pre-coronal — whispered, soft speech
+rnd

+atr

The figure in (2) schematizes only articulation. However, the concept of multiple
physical instantiations being related to a single featural representation is, of course,
the same for audition. In the case of audition, however, physically distinct inputs
(from different occasions) will be stripped of their context-dependent and idio-
syncratic physical properties, and reduced to a single identical set of features. In
both articulation and audition, the acoustic space is a label for some physically
definable area. We hypothesize that only a change in features will produce any
significant change in acoustic space. This is because the differences incurred
through changes in context or physical attributes will remain, we assume, relatively
constant independent of the make-up of the particular feature bundle. So, roughly,
the particular features determine the locus of activity and non-featural attributes
determine the cluster pattern around the locus. In the next section we turn to a

9 This includes whatever effects the implementation of one feature may have upon the
implementation of another feature within a single feature bundle as well as coarticulation effects.

10 We avoid using the term “target” since it incorrectly suggests both that there exists a single,
“correct”, physical target and that the transducer has frequent “misses”.
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consideration of some of the implications of underspecification, both underlying
and so-called “phonetic”, for this model of phonology.

3.3 PHONOLOGICAL UNDERSPECIFICATION
WITH AND WITHOUT PHONETIC
UNDERSPECIfICATION

As cases of underspecification at the level of underlying representation will be
familiar to most readers, we present only an extremely abbreviated discussion of
them here, citing a case discussed in Inkelas (1994) as an example.

3.3.1 Phonological Underspecification with Full Phonetic
Specification

Most commonly, discussions of underspecification have been directed towards
featural underspecification at the underlying, lexical level of representation, not
towards underspecification in derived phonetic representations. The motivations
for such underlying underspecification have been varied but are generally based
upon arguments from markedness or economy (see e.g. Steriade 1995). Under-
specification has also been proposed within Optimality Theory to account for
alternations of the type discussed in Inkelas (1994). Some of the data Inkelas
provides to support underspecification concern the case of Turkish plosives, an
example of which is given below.

(3) Turkish Plosive Underspecification (Inkelas 1994)

Nom  Acc Gloss
Non-alternating  sanat  sanat-i ‘art’
Non-alternating  etiid etid-u ‘etude’
Alternating kanat  kanad-i  ‘wing

Inkelas argues that in the case of predictable alternating forms such as the “wing”
forms above, the process of Lexicon Optimization will force an underspecified
representation. The plosive will be underspecified for voice in the input and the
voice value in the winning output candidate will be determined by the ranking of
structure-filling constraints. Underspecification of this type is crucially different
both in the type of data which motivates the need for underspecification (largely
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data from alternations) and the extent of the underspecification itself (underlying
representation only) from the cases we focus on in the rest of this chapter.

3.3.2 Underspecification in both Phonological and Phonetic
Representations—Perseverant Underspecification

The focus of this chapter is on underspecification which persists from underlying
representation through phonetic representation, resulting in forms which are never
fully specified featurally. We have called this phenomenon “perseverant under-
specification”. The general characteristics of perseverant underspecification are (1)
absence of an articulatory or acoustic target for one or more features; (2) an
articulation which is determined in some relevant respect by context (as opposed
to by some feature value or values); and (3) the existence of alternating but entirely
predictable articulations and corresponding acoustic products.

Keating (1988) convincingly argues that Russian [x], in the case where no context
rules apply, consists of a phonetic feature bundle with no specification for the
feature [back].1! Therefore, the following two instances of [x] are crucially different
with respect to phonetic feature specification in the output of the phonology: the
(a) case has a fully specified feature bundle and the (b) case is underspecified,
having no [back] feature.

(4) Fully Specified and Underspecified Russian /x/ (Keating 1988)

a. /axi/ — fully fronted fricative; context rule filled in [—back] in the course
of phonological computation;

b. /ixa/ — transient fricative, gradual transition throughout its duration
from acoustic correlates appropriate to the preceding [—back] segment
to those appropriate to the following [+back]) segment; fricative
remains underspecified throughout phonological computation.

Keating (1988: 285) notes as part of this discussion that:

...1if a segment acquires a feature value from an adjacent segment, it will share a phonetic
property with that segment across most or all of its duration; if a contour is built through a
segment it will have a more or less continuously changing, transitional, quality from
beginning to end that will depend on context on either side.

As described above, the outcome of the velar fricative in /ixa/ shows the continu-
ous, transitional features characteristic of those sounds which are entirely depen-
dent in some aspect of their articulation upon a feature or features of adjacent
sounds. The case of Marshallese vowels is a rather more elaborate instance of
perseverant underspecification and one which will highlight the questions which

11 Note that this means that its feature bundle will never have a feature specification for [back]
because the transducer does not “fill in” feature values.
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such underspecification cases raise for acquisition. The Marshallese vowel system,
discussed inter alia, in Hale (2000) is quite striking. The “surface” vowels are given
below, where the “tie” symbol (as in iu) represents a smooth transition from one
vowel to another, e.g. in this case, i to wu.

(5) Marshallese “Surface” Vowel Inventory

wou oW v owiowu ouiouw
v Iy 1 ¥ YU O oy
0 € ¢o ¥ 0 0c 039
D ®a & ax ap Dx DA

~

i
I
e
®

o O <

To understand how these surface vowels come into being, we need to explore the
phonology of Marshallese. We will begin with the consonants, which are them-
selves rather unusual. The features of these underlying consonants play a key role in
developing an account of the Marshallese surface vowels given above. A chart of the
underlying/contrastive consonants is given in (6).

(6) Marshallese Underlying Consonant Inventory

Oral stops Nasals Liquids and
Labial Dental Velar Labial Dental Velar glides
“Light” P t m n VoY
[—bk,—rnd]
“Heavy” b t" k m"“ n“ D [ Lo i
[+Dbk,—rnd]
“Round” ' n" ¥ 1YY w
[+bk,+rnd]

As Choi (1992) demonstrates, in CVC sequences there is a steady transition during
the vowel articulations between the [back] and [round] features of the preceding
consonant to the [back] and [round] features of the following consonant in every
instance. These transitions are phonetically distinct from diphthongs which have a
relatively long-duration nucleus and a brief on- or off-glide. As Bender (1968)
showed, the most coherent phonological analysis of the Marshallese vowel inven-
tory is one in which the vowels themselves bear no features along the dimensions
back and round. That is, they differ from one another only along the height and
ATR dimensions. We will use C to represent “front” (i.e. palatalized) consonants,
C" to represent back non-round (i.e. velarized) consonants and C" to represent
back round (i.e. labialized) consonants. For the vowels not specified along the back
or round dimensions, we introduce the new symbols [Vy;] for a [+high, —low, +
ATR] underspecified vowel, [Vyp] for a [—high, —low, +ATR] underspecified
vowel, and [V ] for a [—high, +low, —ATR] vowel, likewise underspecified.!2 One

12 Hale (2000) uses the somewhat less common symbols g, %, and (g), respectively.
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Table 1.1 The Underlying Sources of the Marshallese “Surface” Vowels

Input V-features Consonantal environment

hi ATR F-F B-B R-R F-B F-R B-F B-R R-F R-B
+ + i w u iw iu wi wu ui uw
+ - L - T T S U '
- + € 9 o € €0 K 20 Q¢ Q
- — &® a D ®a &D ag ap De&e na

Note: F=non-back, non-round consonants; B=back, non-round consonants, R=back, round consonants.

can readily see how the ‘surface inventory’ of Marshallese vowels arises from these
consonant—vowel interactions in Table 1.1. The phonological representations for
vowels are listed on the left with only featural representations of the vowels. The
corresponding articulations are listed on the right.

Finally, we introduce the necessary distinction between the output of phono-
logical computation (which we place between traditional square brackets) and
the articulatory—acoustic output of the body (which we place between ‘body’
brackets). We can then represent schematically the treatment of the underspecified
Marshallese vowel segments as follows:

(7) From UR to ‘Sqrface’ rgalization _ ' ' .
a. OV C": I Vigk"0'Vigk™/ > [0V k" 0'Vigk™] > tniuk"n’iu k™
‘clothing’
b. OV C™: /MVyapt®/ > [0 Vapt™] > inj@tmw ‘squid’
c. OVioC: [tV ot > [tV o 0] > tWath ‘Lutjanus Flavipes

Note that this gives Marshallese what appears superficially to be a large and rather
unique vowel inventory with a grand total of 36 vowels whereas, in fact, for all
grammatical (i.e. featural) purposes, the Marshallese inventory is quite small,
having only four featurally distinct vowels at both UR and SR levels.

The case of /tViot// is particularly interesting. This vowel will show apparent
steady-state realization in the #ef space, much like English fef . Further analysis,
however, reveals that this identity is purely superficial and that it actually obscures a
significant difference between Marshallese fef and English #ef . The two are quite
distinct, representationally, with the front and non-round properties of Marshal-
lese fet determined entirely by the [back] and [round] features of the adjacent
consonants and the front and non-round properties of English fef the result of a
feature bundle that includes specific values for [back] and [round]. Cases like this
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of superficial similarity are especially relevant to acquisition and will be discussed in
more detail in section 3.5.

3.4 CONSTRAINT-BASED APPROACH TO
PERSEVERANT (PHONETIC)
UNDERSPECIFICATION

At first glance, the Russian and Marshallese cases appear to be made for an
optimality-theoretic approach.1? The obligatory underspecification of Marshallese
output vowels for the features [back] and [round] can be made to follow trivially in
OT by simply ranking the Markedness constraints against values for these features
(abbreviated here as *[ +round] and *[+back]) higher than the Faith require-
ments which would necessitate respecting such values. Such a ranking will force
winning candidates to be underspecified, as can be seen from the sample tableau
for /p“Vp"/ ‘black triggerfish’, which is articulated as tp™wp™t , given in (8).1¢
The ranking in this tableau results in candidates (a)—(c) above being eliminated
because of their violations of the relevant Markedness constraints. The even more
underspecified, and thus seemingly less marked, candidate in (d) is unfaithful to
the [+ATR] specification on the input vowel. Since this vowel is too underspecified
for Marshallese, the Faithfulness constraint Max-IO (which requires that the [+
ATr] specification in the input be respected in the output) must outrank the
Markedness constraint *[+ATr] (which would require the elimination of the
underlying [+ATR] specification) in Marshallese. This leaves as the optimal can-
didate the V[+hi, +ATRr] vowel of (e), underspecified in the output along the
backness and roundness dimensions.

We see a number of interesting and unusual properties in the way these under-
specified vowels interact with constraints. For example, insofar as the features of
the vowel itself go, the optimal candidate violates neither Faithfulness constraints
(Max-1I0 and Dep-IO) nor the relevant Markedness constraints, for example,

13 Note, however, that this is true only if one assumes the formal approach to phonology sketched
above—namely, one where features are simply symbolic representations manipulated by the
grammar.

14 Since the input representation in this case is underspecified, MAX and DEP constraints alone—
regardless of the ranking of the Markedness constraints against specification along the [back] and
[round] dimensions—would suffice to get the appropriate output. As pointed out earlier, the
requirement that the Markedness constraints be ranked high is necessitated by the attempt to
develop an account of the across-the-board underspecification of Marshallese vowels.
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(8) OT and Perseverant Underspecification

PV p™/ *V[+round] | *V[+back] | Max-IO | Dep-IO | *[+ATr] | *[+hi]
o, [p™up®] - « ot " «
b [pWip®] - " ” " "
¢ [p¥ap¥] " " -
d. [p“V [+hi]p®] ! -
“e [p"Vup"] " "

*V[+round], *V[+back]. In addition, the missing features of the input candi-
date’s vowel are treated, for purposes of IO constraints, in the way that epenthetic
vowels (or consonants) are treated. “Given the fact that an epenthetic segment has
no input features to be faithful to, their feature content is delegated to markedness
constraints” (Kager 1999: 125). However, unlike in the epenthesis cases, there is no
violation of DEP-IO by the winning candidate since no features are present in the
output candidate which were not present in the input representation. Finally, if we
consider only those features relevant to vowels, there will be no metric for deter-
mining the relative ranking of Faithfulness and Markedness constraints, except
with respect to those Markedness constraints regarding height and ATR features for
vowels (both of which must be ranked below the 10-Faith constraints).

The tableau also raises some issues which are potentially more serious, however.
One of these concerns the definition of markedness in OT. While formally defined as
“having violation marks” (i.e. a more marked form is one which has incurred more
violation marks for its output structure than some other competing form), marked-
ness is, in OT practice, closely associated with the notion of “typological markedness”
and issues such as cross-linguistic frequency of occurrence. By formal markedness
definitions, Marshallese vowels are highly unmarked, with a mid vowel which is less
marked than a fully specified /a/.1* However, in terms of typology or frequency of
occurrence, the inventory of Marshallese vowels is highly marked in two ways:

(9) Marshallese Vowels as “Marked” Segments
a. At the phonological level. From a featural standpoint, the vowel inventory
is extremely small, a total of four contrastive vowels. Due to the lack of
features, there can be no real notion of distribution throughout the vowel
space—arguably the same as having a “poor” distribution.

15 As indicated earlier, Faith constraints are not relevant to this determination.
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b. At the articulatory/acoustic level. The majority of the articulations appear
to fall into the “not a natural language sound” category. From a more
formal standpoint, it appears that the articulations of the vowels give
physical outputs that virtually cover the acoustic space, such that many of
the vowels would be minimally contrastive acoustically.16

Before we turn to the next section, it should be noted that the contextual determin-
ation of vowel realizations along the [back] and [round] dimensions is not due to
Marshallese speakers somehow “storing” the complex transitions for each lexical
entry.'” We see this from an examination of affixes such as the productive agent noun
prefix /P'Vyy -/, whose vowel alternates between §ri-f, fr'iw-f, and triu-t dep-
ending on the features of the initial consonant of the root to which it attaches.

(10) Variant Realizations of Marshallese /r'Vy;-/

o fri-Yer’p™al™i ‘worker’(cf. §ter’p™al™f ‘to work’)

o tiw-p“witp“wit'f ‘one who kicks’ (cf. tp witp“with ‘to kick’)

* friu-p“oer't™akf ‘snorer’ (cf. §p“oer't™aki ‘to snore’)
Further evidence of this is provided from loanwords into Marshallese in section
3.6.

3.5 ACQUIRING PERSEVERANT
UNDERSPECIFICATION IN AN OT GRAMMAR

We turn now to the question of the acquisition of underspecified forms in an
Optimality-Theoretic framework. Acquiring an adult-state constraint ranking in
OT is done through the process of Constraint Demotion (e.g. Tesar and Smolensky
2000,). The majority position holds that, at the initial state, all Markedness
constraints are ranked above all Faithfulness Constraints (but see Hale and Reiss
1998 for the alternative view). Certain Markedness constraints are then demoted,
based upon positive evidence—evidence which indicates that some more marked
candidate wins over some lesser-marked candidate. As Tesar et al. (2003) note, the
awkwardness in this process lies in the fact that the acquirer must determine both
lexical representations and a constraint ranking, each of which is dependent to a
greater or lesser extent upon the other. They propose that the acquirer approaches

16 This is actually the “correct” result from the point of view of the lexicon, where there are only
four contrastive vowels, that is, the number of contrasts is minimal.
17 Tt would be hard to imagine what form such transitions could, in fact, be stored in, in any event.
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the problem with a bias toward changing the ranking as a first step (with a further
bias toward keeping Markedness constraints high whenever possible) and later,
only if their ranking fails, modifying the lexical representation.

The target grammar for Marshallese is going to require a ranking where Mark-
edness constraints on round and back features outrank the relevant Faithfulness
constraints, so *V[ +round], *V[+back] >> Max-10,Dep-10. The data that we
assume is available to the acquirer includes the following.

a. Both alternating and non-alternating forms.

b. Forms, for example the one originating from Marshallese /tV;ot/, that are
indistinguishable (acoustically) from what could be fully specified forms such as
[Paet].

¢. Forms which, as far as we know, cannot be represented by any combination or
geometry of our current feature set—for example, the steady transition from the
[w]-space to the [u]-space in twut—and therefore cannot be outputs of any
human grammar (nor inputs for a human grammar).

If we consider an initial state where Markedness constraints are ranked above
Faithfulness constraints (again, this is the majority view), then the path to acqui-
sition of the grammar will proceed as follows. Suppose the acquirer first gets a form
such as §tizt'§. The default hypothesis should be that the vowel in this form is a
fully specified vowel [a] featurally identical to English [e]. Such a hypothesis
should result in the acquirer changing the initial ranking by moving Faithfulness
constraints Max-IO and Der-1O (at least for the features [back] and [round])
above Markedness constraints *V[+round] and *V[+back].

Now consider the effect of a second possible piece of evidence for the acquirer, a
formsuchas §n'eat™§. The transitional quality of the vowel in combination with the
non-back and round features of the consonants will lead the acquirer to posit only
height and ATR features for the vowel but leave the vowel unspecified for [back] and
[round]. The effect on the ranking of those constraints involving the features [back]
and [round] will be null. The form [0V pt™], realized as 'ﬁ‘nje@twf, will still be the
winning candidate with no change of ranking, since any competitors which have back
and round features specified will incur gratuitous Dep-10 violations.18

A further step in the grammar acquisition process, Lexicon Optimization, will
presumably lead to the acquirer positing additional underspecified vowels, namely
those which are involved in morphological alternations. A vowel which is invari-
ably realized as fe#, however, will maintain its fully specified underlying
representation and its fully specified phonetic output form, since the grammar
will produce an acceptable input—output mapping for such cases (i.e. it will not
fail). This grammar, once hypothesized by the learner, will also be supported (1) by

18 Note that if we reverse the order in which the acquirer receives the two pieces of data above, this
will not alter the ranking outcome.
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the fact that the *V[+round] and *V[+back] constraints have already been
demoted relative to Max-IO and Dep-IO, and thus their re-elevation would be
disallowed under OT learning-theoretic assumptions, and (2) by the fact that
Richness of the Base requires that no constraints on input forms (such as one
requiring all inputs to be underspecified) be imposed.

This ranking is, however, the wrong result. First, it holds that Marshallese has a
fully specified vowel for the f=f of §tatf as well as underspecified vowels
such as the [—hi, +ATRr] vowel of /n'Vyt™/. Second, it fails to account for the
complete absence in Marshallese of words of the shape [k"ak"™] with a fully
specified [e] between [+back] and [+round] consonants.

Now let us consider the alternative view, one where the initial ranking places
Faithfulness constraints above Markedness constraints. Keeping other things equal,
the first data for the acquirer is the form $tztf. As before, the acquirer’s
hypothesis at this point should be that the vowel is a fully specified [e]. In this
case, however, nothing about the constraint ranking needs to be changed since the
winning candidate will be the one that is most faithful to fully specified [e].

Upon examination of the second piece of data, fn'eat™f, the acquirer’s
hypothesis should once again be the same as in the first case, that is that the
vowel has height and ATR features but is underspecified on the back and round
dimensions. And, as in the first case, no action with respect to the constraint
ranking will be taken. As in the earlier scenario, these forms will be correctly
handled by the current grammar (because Faith constraints outrank Markedness
constraints, and maximally faithful outputs in this case will be underspecified).

Once again, the process of Lexicon Optimization will lead to the acquirer
positing underspecification for vowels which show alternations, which reveals
to a learner that even seemingly fully specified vowels (like the #if of
priterpUal®f “worker”) may be only apparently fully specified, and can in
fact be derived from an assumption of underspecified inputs. This will be success-
ful only if the learner has not already (mistakenly) reranked Markedness con-
straints. Further Lexicon Optimization on the part of the acquirer uncovers the fact
that this is true of all apparently fully specified vowels (even the non-alternating
ones). This process also reveals that all outputs can be treated as underspeci-
fied along the back and round dimensions (even those which are apparently [+back,
+round]), leading to the reranking of *V|[+back] and *V [+ round] relative to the
Max-I0 and Depr-10 constraints. Note that this is the first change in constraint
ranking under the assumption of high-ranking initial Faith. An initial ranking of
Faithfulness above Markedness constraints achieves the correct result. It allows the
construction of a grammar of Marshallese in which vowels are underspecified
phonetically for [back] and [round]. It also makes the correct prediction—unlike
the assumption of highly ranked Markedness constraints at the initial state—about
the behaviour of vowels in loanwords into Marshallese, as shown in the next
section.
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3.6 EVIDENCE FROM LOANWORDS

As we have seen from the discussion above, the Optimality-Theoretic learner,
under standard assumptions, ends up positing fully specified vowels for Marshal-
lese in just those cases in which the surrounding consonants have identical spe-
cifications for [back] and [round]. The inevitability of this development is rooted
in the articulatory/acoustic identity between the realization of Marshallese’s under-
specified vowels in this context (e.g. /Vio/ realized as fef between non-back,
non-round consonants) and fully specified vowels in other languages (e.g. English
[ee/ realized as fetf, regardless of surrounding consonants). Since the assumption
of Richness of the Base precludes restrictions on the inventory of underlying
segments, the learner, having (in our view, mistakenly) posited, for example,
underlying /a/ for a given Marshallese segment, is under no pressure to modify
this assumption. We mentioned one argument for why this is an undesirable result
above—that the widespread and predictable distributional regularity of Marshal-
lese vowels such as fef (which occurs only between “light” consonants) would be
completely unexpected.

This aspect of the problem can also be examined using a standard OT technique
for exploring Richness of the Base—namely, the study of the phonological prop-
erties of loanwords. Since there is no restriction on underlying forms under the
assumption of Richness of the Base, loanwords are often assumed in the literature
to have the same underlying representation in the borrowing language as in the
source language. Loanword “adaptation” is then simply a function of playing the
source language’s lexical items through the constraint ranking of the borrowing
language. If Marshallese speakers allow fully specified underlying representations
for vowels such as /«/, and allow the winning candidates for such fully specified
underlying vowels to also contain fully specified vowels (as would seem to be
required by the standard OT acquisition account, as sketched above), then loan-
words containing such vowels in the source language should require no adaptation.

In CVC loanwords with English vowels which “match” (roughly) the pronunci-
ation of Marshallese vowels and where the flanking consonants have the same
values for the features [back] and [round] as the English vowel, the Marshallese
pronunciation is, as expected, relatively similar to the English source vowel in
articulatory/acoustic terms.!?

(11) Marshallese Loanwards with Relatively Faithful Realization of “Target” Vowels
—back,—round both  +back,—round both +back,+round both
[iVit/ 4jitt ‘yeast  /1UViok/ 1%kt lock’  /K"Vipk™/ tk"uk™t ‘cook’

19 The loanword data cited in this section of the chapter has been taken from Abo et al. (1976).
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This is of course expected under any analysis: it is impossible to tell whether such
vowels are fully specified or underspecified along the back and round dimensions
in Marshallese without consideration of the full range of data.

When the flanking consonants have different values for the features [back] and
[round], or when these consonants conflict with the values for the English vowel
along these dimensions, a Marshallese speaker who, as in the “standard” OTaccount,
allows fully specified vowels in underlying and output representations, and is
confronted by an English vowel which (roughly) matches that found in his own
output forms, would be predicted to borrow such words intact, and pronounce them
accurately. Marshallese shows a variety of treatments of such English CVC loan-
words, all of which, however, involve glide epenthesis, contrary to expectation on the
standard OT account. Marshallese has three glides—a palatal (traditionally, /y/, here
/jl), a back non-round (traditionally, /h/, here /uj/), and a back round (traditionally,
/wl) glide, each with the expected effect on adjacent vowels. The glides themselves
are said to be “weakly articulated” and noticeable principally through their effects on
adjacent vowels. The examples in (12) are grouped by type of flanking consonant in
the loanword and by the target vowel in the source language.

(12) Marshallese Loanwords with Seriously Divergent Realizations of the “Target”
Vowel

a. Flanking back consonants
Front V target Round V target
/KVapjVapk/ tkaejeak ‘cake’ /tUViwVilY/ ¥ wmuwawl®™§ ‘tool’
/kViojVion/ tkazjeant ‘gang’  /kVypwVapt™/ tk3owod tU§ ‘goat’
b. Flanking front consonants
Back non-round V target Round V target
[0V WV g/ ¢ iuwuin’t June’
[0V WV gt/ ftiuwuity ‘shoes’
¢. Mixed flanking consonants
Front V target Back non-round V target
/kWVHIjVHInj/ fkwajinjw ‘queen’  /tViouViot™/ tteauat™§ ‘shot’
/thLOjVLOk/ 'i‘tjaejéé\akir ‘check’
/ijLOjVLOk/ ﬁpjaejfa?alkﬂ ‘back, bag’
/pmVMIDu{VMIDtj/ ﬁp‘”aulé?:tjﬂ ‘base’
Round V target
1PV owV opY/ fPepwdap™ ‘soap’
/thLOwVLOk/ ftepwoaki ‘chalk’

Two facts emerge from a consideration of this loanword data from Marshallese.
First, the glide-insertion process appears to take place just in the case where an
underspecified Marshallese output vowel would be realized—because of the effects
of the surrounding consonants—as a vowel quite distinct from that of the source
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language. For example, English /fuz/ without glide insertion would be, under our
assumptions, stored as Marshallese /thHItj/ and pronounced as #tit'f. Note that
under “traditional” OT assumptions, the word would presumably be stored as
Marshallese /tit’/ and pronounced as ftut’i. Neither of these reflects the
observed data: apparently the Marshallese speaker cannot avail himself of the
standard OT analysis, and does not allow an analysis which leads to such a
divergent realization as in the non-glide insertion analysis. It would appear that
the most plausible analysis of the observed loanword phenomena involves not the
automatic positing of a Marshallese underlying form which matches precisely that
of the English source (as is commonly assumed in approaches to these questions),
but instead some consideration of how a Marshallese speaker might parse—in
other words, assign a linguistic analysis to—a particular English word. In the
shoes case, for example, what the Marshallese speaker appears to do is analyse the
voiceless coronal fricatives as realizations of his/her /t/.20 The [+back] and [+
round] properties of the English vowel in [[uz] are of course very salient, and the
Marshallese speaker needs to posit a parse which accounts for the presence of these
properties in the string. Since the non-nasal coronal stops of Marshallese do not
include a [+back], [+round] phoneme, and since [back] and [round] specifica-
tions arise in Marshallese only through the presence of consonants in the repre-
sentation, the speaker posits the existence of a back, round glide (/w/) in his/her
parse to account for the vowel realization.2! By inserting a glide which triggers
backing and rounding of the high vowel in shoes, the result is a vowel, a significant
portion of the duration of which is accurate given the English target. This leads us
to our second point. It appears that mechanically adopting underlying represen-
tations from the source language—the process generally assumed in much of the
OT discussion of loanword phenomena—is insufficient to capture the somewhat
more subtle factors which shape contact-related phonological phenomena.

At first glance, it may appear that this story about how Marshallese loanwords
come to have glide insertion is in direct violation of the principle of Richness of the
Base. After all, why does not the borrower simply posit either an underlying /u/, or
underlying back, round coronal stops, or, for that matter, /[/ and /z/, in his/her
representation of English /[uz/, as the standard OT approach to these matters
appears to assume? But we would like to maintain an (in our view) important
contrast between what the borrower actually does in a particular instance of
borrowing—which is a function of the nature and intensity of contact, the
sociolinguistic situation, and potentially many other factors—and what the
representational capacity of the borrower is. Under the right set of (essentially

20 This is a consistent pattern, perhaps aided by the fact that Marshallese /t// often has affricated
realizations.

21 Presumably the glide is posited, as opposed to some other “heavy” consonant (e.g. /k"/) because
it has, aside from its effects on adjacent vowels, the least salient acoustic cues—in other words, it is the
segment most likely to be difficult to perceive beyond its effect on vowels.
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extra linguistic) circumstances, it may be quite possible for Marshallese speakers to
posit representations containing /u/s, or /[/s, or whatever. Our claim is merely that
those circumstances did not prevail at the time of the borrowing of /fuz/ (or any
other loanwords in Marshallese from English known to us).

3.7 CONCLUSIONS

With these Marshallese facts, we hope first to have contributed to the literature on
the need for underspecification that persists through to phonetic form. It is already
well known that an abstract, feature-based, representation system requires that
some aspects of articulation not be specified (e.g. the transitions from [g] to [g] in
get), because the grammar provides no appropriate representational apparatus.
In parallel fashion, we assume that one of the cues to the acquirer in the Marshal-
lese case is precisely the absence of any UG-given feature available to be assigned to
some input form, resulting in no feature being assigned along the relevant dimen-
sion. Specifically, as we discussed earlier, one source of variation in the realizations
of identical feature bundles that is stripped away for purposes of phonological
representation is the transitional effect determined by context (coarticulation
effects). Crucially, in Marshallese, the transitions last throughout the duration of
the vowel for backness and roundness in the appropriate consonantal environment
and are treated, for purposes of featural representation, just as all other transitions
are, with no features for back and round being assigned. More interestingly,
perhaps, Marshallese teaches us that the grammar may similarly leave some aspects
of articulation not specified (e.g. the backness of the tongue and roundedness of
the lips during the vocalic segments of a string) for which the representational
apparatus is, in principle, available. This lends further support for the idea that the
symbolic representations manipulated by the grammar should be divorced from
the articulatory and acoustic dimensions. The Marshallese case illustrates that no
necessary connection between a particular articulatory/acoustic event and a given
feature holds.

The Marshallese case also reveals several shortcomings in Optimality Theory, as
traditionally practised. The first of these is that formal notions of markedness and
those based on typology, or cross-linguistic frequency, do not converge on the same
set of “Markedness constraints”—the latter should therefore not be used in arguing
in support of the former (and vice versa). The second shortcoming is that the most
reasonable account of the acquisition path for Marshallese appears to require an
initial state in which Faithfulness constraints are ranked above Markedness con-
straints, contrary to widespread OT practice. Finally, we have presented some
reasons to believe that the current approach to loanword phonology within OT,
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particularly the invocation of loanword phenomena in support of the concept of
Richness of the Base, is overly optimistic about the assumed simplicity of the
mechanisms involved in “language contact” events.
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CHAPTER 4

PHONOLOGY-
MORPHOLOGY
INTERACTION IN A
CONSTRAINT-
BASED
FRAMEWORK

C. ORHAN ORGUN
ANDREW DOLBEY

4.1 INTRODUCTION

Any theory of the phonology—morphology interface has to deal with effects in which
subconstituents of a morphologically complex form seem to undergo phonology on
their own. As an example, consider apparent overapplication of nasalization in
Sundanese forms with infixes (Robins 1959; Cohn 1990). In bare roots, nasalization
spreads from left to right; nasal spread is blocked by nonlaryngeal consonants (1).

(1) Nasalization in bare roots (nonlaryngeal consonants stop nasal spread)
niar ‘seek’ patur ‘arrange’
naian ‘wet’ pobah ‘change’
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biphar  ‘to be rich’ pisor  ‘displace’
naur ‘say’ puliat  ‘stretch’
ni?1s ‘relax in a cool place’ marios ‘examine’
na?atkin  ‘dry’ piwat  ‘elope’

In infixed forms, however, nasalization appears to spread across any nonlaryngeal
consonants in the infix (here, the plural -aR-).

(2) Nasalization in forms with infixes (overapplication across oral
segment in infix)

Root Infixed form Gloss

niar n-aliar ‘seek-pPL’

naur n-al-aur ‘say-pL’
mahal m-ar-ahal ‘expensive-pL’
na?atkin n-ar-a?atkin ‘dry-pr’

In traditional approaches, such phenomena are handled by cyclic application of
phonology: a cycle of phonology applies to the root without the infix present. The
infix is subsequently added and another cycle of phonology applies. Nasality can
spread to all root consonants regardless of the place of articulation of any infix
consonant because the infix is simply not there during the first cycle of nasal
spread, as the derivation in (3) from Cohn shows.

(3) Cyclic (interleaving) account of Sundanese data

UR niar
Cycle 1: nasal spread niar
Infix n-aR-ar
Cycle 2: nasal spread n-al-iar

An alternative to cyclic derivation is to use paradigm uniformity constraints that
cause morphologically related forms to be phonologically similar to one another
(current approaches include Bochner 1993; McCarthy 1995, 2002; Benua, 1995, 1997;
Kenstowicz 1996, 1997, 2002; Buckley 1999; Steriade 2000; Stump 2001; Burzio
2005). In a paradigmatic approach, the presence of apparently unexpected nasal-
ized vowels in the infixed form is due to their presence in the bare form. Paradigm
uniformity is improved at the expense of surface transparency of nasal spread.

In this chapter we develop Paradigmatic Sign-Based Morphology (PSBM).
PSBM handles morphological relatedness effects (cyclic effects, paradigm uniform-
ity, and non-uniformity) by imposing grammatical relations that hold between
certain morphologically related forms. In developing this model, we pay attention
to a number of issues that have been addressed inadequately (if at all) in current
paradigmatic approaches. These include bound stems that are not independent
words, the apparent inside-out nature of cyclic effects, the presence of apparent
noncyclic effects, paradigm non-uniformity, and Bracket Erasure effects.
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4.2 PSBM

This section describes the PSBM model. We start with a discussion of signs, after which
we present the organization of the morphological component of a sign-based grammar.

4.2.1 Signs

What we mean by sign is quite close to the traditional Saussurean understanding: a
sign is a pairing of sound and meaning. In SBM, we see a sign as a linguistic unit
containing phonological information as well as morphosyntactic and semantic
features. A sign is the only linguistic construct recognized in SBM. We represent
signs as feature structures with attributes that we call pHON and syNsEM. Since in
this chapter we are interested only in the phonology—morphology interface, we
simply use the value of the synsem attribute as a convenient placeholder for
glosses, or, when convenient, simply omit this attribute. Thus, the sign representing
the root book will be:

(4) _SYNSEM book
phon  buk

Morphologically complex forms, too, will be represented as signs. Thus, the sign
corresponding to the plural noun books is:

(5) -SYNSEM books
phon buks

The grammar must, of course, relate these two forms to one another in some way.
In particular, this grammatical relation should be such that it can be seen as
“licensing” the complex form books given that the root book exists. In the next
section, we describe the form of these grammatical licensing statements.

4.2.2 The Grammar as a Set of Relations

An SBM grammar consists of a set of relations between lexical items and of
licensing statements based on these relations. Thus, there will be a grammatical
relation R such that M([syNsEM book, pHON buk], [sYNSEM books, PHON buks])
holds. This would imply that any phonological realization of the plural suffix
would be part of the relation R. Alternatively, we can specify the phonological
material introduced by the affix as a third argument to the grammatical relation
(affixation constructions will thus be represented by three-place relations):
R([sYnseEM book, pHON buk], [PHON z], [SYNSEM books, PHON buks]). This is the
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approach we will take here, simply because of its greater transparency (though see
Orgun 1996 for some theory-internal arguments for the superiority of this choice).
R must include specifications of its two arguments (e.g. that they are both count
nouns; the first one is singular, the second one is plural, etc.), as well as a statement
of the required correspondences between the arguments (e.g. that they share their
major semantic features). On the phonological side, we assume the relationship
specified by R to be a set of ranked and violable constraints—that is, an Optimality
Theoretic phonological grammar. We leave the choice of the syntactic and semantic
relation open. Some possible choices are: Lieber’s (Lieber 1980) percolation con-
ventions, the somewhat more detailed conventions (e.g. Head Feature Principle,
Foot Feature Convention) of HPSG (Pollard and Sag 1987; Kasper 1994; Sag and
Wasow 1999), or perhaps an Optimality Theoretic constraint system as well. The
grammatical statement of the licensing of books based on book is then:

(6) The sign l:SYNSEM
PHON

books] is well-formed if:
buks

(i) The sign [ SYNSEM  book is well-formed and
phon buk]
(i) R < [ SYNSEM book} [PHON Z], [ SYNSEM books})
phon buk |, PHON  buks

Condition (i) is satisfied since the root book is found in the lexicon; condition (ii) is
satisfied assuming that the OT ranking is set up appropriately.

If desired, morphosyntactic and semantic features to go along with the phono-
logical material /z/ could be introduced as well (that is, the affix could be repre-
sented within R as though it were a sign, though it would still not be listed
independently in the lexicon; the only mention of the affix in the grammar is
within the statement of R ). We leave the choice open. What is the general form of
the noun pluralization construction? We present it here:

(7) Sign B is well-formed if:
(i) Sign A is well-formed and
(i1) M(A, [pHON z], B)

We assume all affixation constructions have this form and that the placement of the
affix (as a prefix, infix, or a suffix) is handled by R, as in Noyer (1994).

Compounding structures are similar, except that they consist of a mother node
and two daughters, both of which are signs (found listed in the lexicon or licensed
by other grammatical relations):

(8) Sign C is well-formed if:
(i) Sign A is well-formed and
(ii) Sign B is well-formed and
(iii)) RM(A, B, C)
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There will be a grammatical relation corresponding to each morphological con-
struction found in the language. Thus, for example, each affix will be represented as
a grammatical relation, as will each reduplication, truncation, compounding, etc.,
process. For convenience, we will subscript our grammatical relations with labels
describing the morphological construction they represent, as in Ry and
R compound- In principle, these grammatical relations might differ from one another
in the patterns of percolation of syNsEm features and in the ranking of their
Optimality Theoretic constraint systems. This in turn raises a set of questions
concerning the capturing of generalizations that hold across various grammatical
relations and restricting the possibility of unlimited differences between them.
These issues have been addressed in some detail in works such as Koenig (1994);
Riehemann (1994, 1998, 2001); Orgun (1997, 1999).

One consequence of our approach is that words (signs in general, in fact) do not
need to have internal morphological structure. We discuss the desirable implica-
tions of this in section 4.4.5.

4.3 A SIMPLE EXAMPLE

In this section, we illustrate the emergence of cyclic phonological effects from
paradigmatic constraints. Uighur, as described in Orgun (1994), has two phono-
logical alternations that interact in a sometimes opaque manner. First, the vowels
[a] and [e] raise to [i#] and [i], respectively, in nonfinal open syllables (but only
when they are the last vowel in a morpheme).

(9) bala ‘child’ bali-lar ‘child-pr’
ameriqa ‘America’ ameriqgi-liq ‘American’

< >

adam man adim-i ‘man-poss’

Additionally, [1] and [i] delete between identical consonants in the two-sided open
syllable environment:

(10) qazin-i ‘pot-poss’ qazin-ni (qazan + i + ni) ‘pot-Poss-acc’

In a typical case of phonological opacity, input [a] and [e] raise to [#] and [i] but
do not delete.

(11) /bala —lar/ bali-lar ‘child-pr’

It therefore follows that the [i] (from input [a]) in /bala-lar-i/ should not delete if
phonology is noncyclic: input [a] raises to [#] but does not delete in (9). However,
the vowel in /bala-lar-i/ does delete, presumably because the underlying [a]
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corresponds to a [i] in [balilar] ‘children’ and this [#] somehow counts as the
‘input’ for [balliri]. Similarly, in /bala-lar-ni/, the surface form is [ballarni], again
presumably because of the raised vowel in [balilar].

(12) bala ‘child’
bali-lar ‘child-pr’
bal-lir-i  ‘child-pL-PoOSsS’
bal-lar-ni ‘child-pL-AcC’

A cyclic approach would handle this quite straightforwardly by assuming that
the form [balliri] ‘child-prL-acc’ is in fact derived from the intermediate form
[balilar] ‘children’. In a paradigmatic model, the account is equally simple. All that
needs to be done is to set up grammatical relations between [balilar] and the
corresponding accusative and possessive forms.

(13) fR(balilar, i, balliri)  Grammatical relation for ‘child-pL-pPoss’
R (balilar, i, ballarni) Grammatical relation for ‘child-prL-acc’

While a traditional underlying-surface mapping would have favoured a [#] in ‘child-
PL-ACC, paradigmatic correspondence with [balilar] (in a manner to be specified in
the constraint ranking) favours zero. The cyclic account can be translated to a
paradigmatic account because in this case (as in many others) the intermediate
form in the cyclic derivation also happens to be an independent word form on its
own. This allows the analyst to assume that the two words correspond to each
another, but are not derived from each another. Having presented the paradigmatic
correspondence approach, we now turn to challenges and modifications.

4.4 CHALLENGES AND MODIFICATIONS

In this section we consider a wide range of phenomena that pose problems to the
paradigmatic correspondence approach. We propose modifications to the ap-
proach that the challenges necessitate and we show how SBM incorporates those
necessary modifications.

4.4.1 Ungrammaticality and the Inside-Out Nature
of Cyclic Effects

While this section does not pose a challenge to PSBM, it does present data that
create difficulties for some paradigmatic theories. The first difficulty is posed by
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ungrammaticality. We will see that the ungrammaticality of an intermediate form
prevents the existence of a more complex form even though that more complex
form is otherwise well formed. This suggests that ungrammaticality is a property
that may be copied by paradigm uniformity constraints. However, it is rather
strange that ungrammaticality should be subject to apparent paradigm uniformity
effects, as it is not a phonological feature. The second challenge is that the reverse
effect, where the ungrammaticality of a complex form causes a simpler form to be
ungrammatical, is not found. That is, cyclic effects are inside-out, not outside-in.
Thus, it is necessary to build some sort of directionality into the paradigm
uniformity constraints.

The data have to do with a certain minimal-size condition in some varieties of
Turkish. Detailed discussions can be found in Inkelas and Orgun (1995) and It6 and
Hankamer (1989).

Some Turkish speakers impose a disyllabic minimal-size condition on suffixed
words.

(14) sol’: ‘musical note G do: ‘musical note C
sol-ym ‘my G’ *do:-m Intended: ‘my C’

When further morphological derivation from these forms is attempted, an inter-
esting pattern emerges.

(15) sol-ym-y ‘my G-acc’ ‘ *do:-m-u Intended: ‘my C-acc’
sol-y ‘G-AcC’ do:-ju ‘C-acc’

The form *[do:-m-u] is ungrammatical although it contains the required two
syllables. This form is ungrammatical because the morphologically simpler form
[do:-m] is subminimal. In a cyclic approach, one would say there is no intermedi-
ate form from which *[do:-m-u] could be derived; in a correspondence approach,
there are no intermediate forms. Instead, there are correspondence constraints
between related forms.

For [sol'-ym-y] the constraints will have the following pattern of application (for
simplicity, we ignore vowel harmony and show underlying representations with
harmonic vowels):

(16) Gram_rnatical relgtion for [solj—ym-y]
R(sol-ym, y, sol-ym-y)

We must take a small detour here to address a problem that arises in theories that
have traditional underlying-surface mappings in addition to paradigm uniformity
constraints (most of the recent OT work previously cited falls into this category). In
such a theory, one would not expect the absence of the intermediate form *[do:-m]
to cause the complex form [do:-m-u] to be ungrammatical. This complex form will
be subject to the usual input—output faithfulness constraints:
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(17) IO constraints on [do:-m-u]
Surface [do:-m-u]
1 IO-Faith
UR /do:-m-u/

However, this mode of constraint application does not lead to ungrammaticality.
Since [do:-m-u] is two syllables, it should be grammatical.

This is the first challenge, then: how does paradigm uniformity cause [do:-m-u]
to be ungrammatical? We might be tempted to claim that the form *[do:-m] does
exist and is able to stand in paradigmatic correspondence relations. Furthermore,
ungrammaticality needs to be seen as a property of this form that paradigm
uniformity constraints can copy (it should be noted that, to our knowledge,
ungrammaticality has actually never been addressed in the Optimality Theoretic
transderivational correspondence literature, and that we are here attempting to
extend the reach of the framework to new empirical ground). The constraints
applying to [do:-m-u] then become:

(18) Constraints on [do:-m-u]

Paradigmatic Identity
Surface *[do:-m] — *[do:-m-u]
T ) IO-Faith
UR /do:-m/ /do:-m-u/

While this extension of paradigm uniformity seems to solve the problem, it in fact
raises a more significant issue that does not just apply to this example, but has trad-
itionally been the main motivating factor of interleaving (see especially the Lexical
Phonology literature, including Kiparsky 1982, Mohanan 1982, Mohanan 1986).

Given that one of two forms in paradigmatic correspondence can cause the other
to be ungrammatical, what is there to prevent a complex form from making a
simpler form ungrammatical? In particular, the root [do:] in Turkish is a possible
word form. Yet one can easily set up a paradigmatic correspondence that would
lead one to expect this form to be ungrammatical:

(19) Backward propagation of ungrammaticality

Paradigmatic Identity
Surface *[do:-m] — *[do:]
1 1 IO-Faith
UR /do:-m/ /do:/

This type of pattern is never found. Cyclic effects are always inside out. A para-
digm-based model is by its very nature symmetrical and therefore ill-equipped to
deal with this. Within OT approaches, various ad hoc proposals have been made to
handle this (Benua’s “primacy of the base” and “recursion of Con”, Kenstowicz’s
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“base identity”). Such a basic fact, however, should really follow from more
fundamental architectural aspects of a theory and not from tacked-on stipulations.

As we now demonstrate, the licensing statement approach in PSBM avoids these
two problems. To deal with the Turkish data, we need two grammatical constructions
(licensing statements), one for the possessive suffix and one for the accusative suffix:

(20) Possessive

B is a form if:

(i) Aisaform

(i) Myos5(A, /m/, B)
(21) Accusative

B is a form if

(i) Aisaform

(i) M. (A, /1/,B)?

With these grammatical statements in place, the licensing of [soll-ym-y] takes the
following form:

(22) [soljymy] is a form if:
(i) [solym] is a form and
(i) R.cc([soPym], /1/, [solymy])

We assume that the OT constraint ranking of R, is such that R,..([soV-ym], /1/,
[soV-ym-y]) does indeed hold. Then, [soll-ym-y] will be grammatical just in case
[soV-ym] is well formed. This too is verified by checking the appropriate gram-
matical statement.

(23) [soljym]' is a form if:
(1) [sol] is a form and

(i) Rposs([s0l'], /m/, [solym])

Statement (i) is satisfied by the existence of the root [sol'] in the lexicon. R ([sol'],

/m/, [solym]) is satisfied, disyllabic minimality being its only constraint of interest to

us. Therefore, we can conclude from the grammar that [soV-ym-y] is a possible word.
Let us now turn to *[do:-m-u]. The licensing statement is:

(24) [do:mu] is a form if:
(i) [do:m] is a form and

(ii) R, ([do:m], /1/, [do:mu])

Statement (ii) is satisfied. Statement (i) needs to be verified by using the appro-
priate grammatical construction, R os.

1 The symbol [I] represents, as it traditionally does in Turkish linguistics, an underlying high vowel
subject to rounding and front-back harmony. The actual featural specification of this vowel is subject
to one’s phonological commitments, especially as to the question of lexical underspecification.
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(25) [do:m] is a form if:
(i) [do:] is a form and

(i) Myoss([do:], /m/, [do:m])

Statement (i) is satisfied since the lexicon contains the root [do:]. Statement (ii),
however, is not satisfied, since [do:-m] is subminimal. Therefore, *[do:-m-u] is not
licensed.

Let us summarize how our modification deals with the challenges we raised for
the paradigmatic correspondence approach. First, because the grammar is seen as a
collection of licensing statements and because licensing statements are inherently
directional, the inside-out nature of cyclic effects follows. Second, again because
correspondence constraints are licensing statements, the nonexistence of a simple
form leads to the nonexistence of a more complex form, since there is nothing to
license the more complex form. This contrasts with the paradigmatic correspond-
ence view which assumes that words are built from (licensed by) their underlying
morphemes by constructing a constituent structure and uses paradigmatic corres-
pondence as an additional stipulative mechanism to handle cyclic effects. As
discussed in section 4.2.2, the grammar in paradigmatic SBM consists entirely of
licensing statements of the sort we argued for in this section.

4.4.2 Noncyclic Effects

When cyclic and noncyclic effects coexist in the same language, paradigmatic
correspondence often gives rise to the wrong expectations. Such is the case in
Turkish. We have already looked at apparent cyclic enforcement of prosodic
minimality, where *[do:-m-u] is ungrammatical though supraminimal because
*[do:-m] is subminimal and ungrammatical. It turns out, however, that in other
morphological constructions, supraminimal derivations from subminimal bases
appear to be possible. The relevant data involve the aorist suffix [r] and the passive
suffix [n]. When the passive suffix is added to a CV base, the resulting monosyllabic
word is ungrammatical.

(26) je ‘eat’  *je-n ‘eat-PASSIVE’
ovala ‘rub’ ovala-n ‘rub-passive’

Unlike *[do:-m], however, *[je-n] appears to be able to undergo further morph-
ology:

(27) je-n-ir ‘eat-PASSIVE-AORIST

In paradigmatic correspondence, we would expect there to be a paradigmatic

correspondence between *[je-n] and [je-n-ir], similar to that between *[do:-m]
and *[do:-m-u]. This correspondence should cause [je-n-ir] to be ungrammatical,
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since it causes *[do:-m-u] to be ungrammatical (or, perhaps more accurately, the
absence of the form *[je-n] implies the absence of the relation R(jen, r, jenir) and
therefore the absence of [je-n-ir], which remains unlicensed).

(28) Ill-formed grammatical relation for [je-n-ir]
R (*jen, 1, jenir)

This, however, is the wrong result. How can we deal with this noncyclic effect?
What is needed is the ability to circumvent the intermediate stem *[je-n] altogether
and add the suffixes [n] and [ir] together as a group to the root [je]. This can be
done by allowing the grammar to contain complex licensing statements. In the case
of [je-n-ir], we will have:

(29) [jenir] is a form if:
(i) [je] is a form and
(i) Rpass-aor(ljel, /n/, fir/, [jenir])

Orgun (1995) and Orgun and Sprouse (1996) provide further evidence from
Turkish morphology for such complex licensing statements (in Orgun’s
approach, these correspond to ternary branching constituent structures). The
formal mechanism for handling such licensing in the grammar is open to
debate.

4.4.3 Choice of Correspondents

Paradigmatic correspondence might seem to be a laissez-faire approach in that it
allows any pair of related words to stand in correspondence (without explicitly
defining what it means for words to be “related”). This section shows that the
grammar needs some means of determining which forms may stand in corres-
pondence.

In a traditional cyclic approach, cyclic effects hold only between a form and its
immediate subconstituents. Allowing other types of correspondence gives rise to
strange predictions. In Turkish, for example, we might set up a correspondence
between the singular—plural pair *[do:-m] ‘my C and [do:-lar-tuim] ‘my
C-PLURAL’.

(30) Turkish forms that do not interact
*do:-m ‘my C’
do:-lar-uum ‘C-PL-1SGPOSS’
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Putting these forms in paradigmatic correspondence would lead us to expect [do:-
lar-wim] to be ungrammatical.

(31) Unwanted correspondence
R(*do:m, lar, do:larim)

In order to avoid this type of problem, we must make sure that only those
correspondences are possible that are explicitly sanctioned by the grammar. In
other words, the grammar must specify what kinds of word pairs (or, generally,
multiples) can stand in correspondence. SBM does this by setting up the grammar
as a collection of licensing statements. Every grammatical correspondence is sanc-
tioned by one of these statements. *[do:-m] and *[do:-lar-uum] do not correspond
because there is no grammatical relation R such that R([dom], /.../,
[do:lartum]) holds. Instead, there is a relation Ros such that Ry ([do:lar], /m/,
[do:larum]) holds, as well as a relation Ry such that R, ([do:], /lar/, [do:lar])
holds. Thus, [do:lartum] is fully licensed; the ungrammaticality of *[do:-m] is
irrelevant.

4.4.4 Cyclic Effects Involving Non-Words

It is assumed in most paradigmatic correspondence approaches that paradigm
uniformity should hold only between output (surface) forms, taken loosely to
mean words. We show in this section that paradigmatic correspondence can also
hold between bound stems, which, by definition, are not possible words.

Dolbey shows that phonologically conditioned “syllable counting” suppletion in
Saami must refer to bound stems. In certain morphological contexts in Saami
allomorphs are selected so as to optimize the metrical structure of the output form
by making sure it can be exhaustively parsed into disyllabic feet. The passive and
second-person dual suffixes are among those subject to this type of allomorphy.

(32) Second-person dual suffix: -beahtti ~ -hppi
jear.ra.-beaht.ti veah.ke.hea-hp.pi
‘ask-2pU’ ‘help-2pvU’

In each case, the chosen allomorph allows the stem to be exhaustively footed by
making sure it contains an even number of syllables.

(33) Passive suffix: -juvvo ~ -vvo
je:r.ro.-juv.vo- veah.ke.hu-v.vo-
‘ask-pAss-’ ‘help-pass-’

Here, too, allomorphy is based on optimizing the metrical structure of the output
of affixation. What is important here is that the passive stems are bound and
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cannot be used as words without agreement morphology. Fully inflected passive
forms with second-person dual agreement are given below.

(34) Fully inflected passives (verb-passive-2dual)
jexr.ro.-juv.vo-beaht.ti  veah.ke.hu-v.vo-beaht.ti
‘ask-PAss-2pU’ ‘help-pass-2pU’

Applying metrical optimization to the complete word might give rise to the wrong
result by using the monosyllabic allomorph of each affix instead of the disyllabic
allomorph of each. This result might be expected, for example, based on Zoll’s
(1998) *STRUC constraint.

(35) <S(jerr.ru)-(v.vo-hp.pi)

What is needed here is the ability to let bound stems, not just words, stand in
correspondence. This is in line with recent theories of morphology where stem-
based rather than word-based morphology is often used (see, for example, Aronoff
1994).

This result does not require a major change in correspondence theory, except
perhaps for a change in the name of the theory. Otherwise, all we need is to admit
that any lexical root or stem is a possible correspondent in a paradigmatic relation.
In SBM, of course, no special status is given to words in the structure of licensing
statements, which are free to refer to any lexical item, be it a root, stem, or word.

It is sometimes pointed out in the paradigmatic literature (Kenstowicz 1995) as
well as in the LP literature (see Inkelas 1990 for thorough discussion and compre-
hensive references) that bound morphemes (especially affixes) do not figure in
cyclic or paradigmatic effects. In that literature, this is attributed to the fact that
affixes are not independent words, and since correspondence holds only between
words, affixes by definition cannot participate. In this section we have shown that
correspondence should not be limited to words. Do we thereby weaken the theory?
We do not. There is a different, even more fundamental reason in paradigmatic
SBM why affixes cannot be subject to paradigmatic correspondence. The reason is
that affixes are not signs and therefore not lexical entries. Since all licensing
statements hold between lexical items, affixes cannot participate. Instead, affix
material is included within licensing statements that describe affixal morphology,
as, for example, in (6).

4.4.5 Bracket Erasure Effects

The term Bracket Erasure refers to a Lexical Phonology-specific implementation
of an observed locality effect in morphology and the phonology—morphology
interface. The observation is that phonology applying on a particular cycle may
be sensitive to morphological structure (in particular, morpheme boundaries)
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introduced on that same cycle, but not to information from deeper cycles.? In this
section, we go through one example that illustrates potential undesirable conse-
quences of a theory without some equivalent of Bracket Erasure. The example in
question is Turkish velar deletion. We first present a brief summary of velar
deletion in Turkish, then we develop an unattested variant of this system based
on unlimited reference to internal morphological structure.

In certain morphological constructions in Turkish, intervocalic velars delete in
derived environments. Third-person singular suffixation is one of the environ-
ments for such deletion:

(36) bebek  ‘baby’
bebe-i  ‘baby-3sa’
sokak  ‘street’
soka-wr ‘street-3sG’

Other affixes, incudling the future suffix, do not trigger velar deletion.

(37) birik ‘accumulate’
birik-edzek  ‘accumulate-rut’

gerek ‘be necessary
gerek-ed3zek ‘be necessary-rut’

It is quite simple to handle these facts. One simply needs to set up two different
phonological constraint systems for the two affixation constructions. Such differ-
ent systems are called “co-phonologies” and have been extensively discussed in the
OT literature. See Inkelas (1998) for basic discussion and Orgun (1997) for possible
ways to restrict the power of a grammar using co-phonologies.

The third-person singular suffix may attach to stems containing the future suffix.
When this happens, only velars that are next to the third-person singular affix
delete. Internal velars stay intact.

(38) /birik-edzek-i/ birikedzei ‘accumulate-FuT-3sG’
*biriedzei

/gerek-edzek-i/ gerekedzei ‘be necessary-ruT-3sG’
*gereedzei

This is exactly what one expects based on Bracket Erasure: the internal boundary
between [birik] and [ed3ek] is not visible to phonology applying to /birikedzek-i/.
The internal velar, therefore, is not in a detectable morphologically derived
environment. As such, it does not satisfy the environment for deletion. In
an approach without Bracket Erasure, however, this boundary would be visible

2 There also are less restrictive versions that limit reference to the most recent lexical stratum rather
than cycles, and at least one stricter version—Anderson (1992)—that does not allow reference to any
morpheme boundaries, even to those most recently introduced.
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([/birik-ed3ek-i/]) and one could set up the phonological constraint system such
that it would delete both velars in this form, while still preserving root-internal
velars (as in [sokak] ‘street’). The lack of existence of such cases is what motivated
the proposal for Bracket Erasure in the Lexical Phonology framework; paradig-
matic correspondence as commonly practised does not have an equivalent restrict-
ive mechanism. On the contrary, it has even more power in that it allows full
reference to the entire constituent structure and underlying forms of each words as
well as paradigmatic reference to related words. This excess power must be
restricted. One obvious way to do this is to remove the complete constituent
structure and with it, the possibility to global reference to all aspects of it all the
way down to UR. The work of grammar would then be delegated fully to the
paradigmatic correspondence constraints. Paradigmatic SBM, of course, already
does this. The grammar consists entirely of licensing statements that relate lexical
items to one another. The internal structure of a given form is handled by its own
licensing statement and is not present in other statements that refer to that form.

It should be noted here that the issue of Bracket Erasure is quite complicated and
that there are a number of serious challenges. A discussion of these (and a
demonstration of how the SBM approach is empirically more successful than the
literal bracketing erasure of previous theories) can be found in Orgun and Inkelas
(2002).

4.4.6 Paradigmatic Non-Uniformity and Proximal
Base Effects

In this section, we examine data from a number of Bantu languages that show that
cyclic effects do not always serve to improve paradigm uniformity. Sometimes they
might destroy paradigm uniformity; at other times cyclic or noncyclic application
gives rise to equivalent results with respect to paradigm uniformity and therefore
paradigm uniformity cannot be the motivation for cyclic effects. We will also see
that reference is crucially made only to the “proximal base” (corresponding to an
immediate constituent in a constituent structure approach) and not to more distal
bases (corresponding to more deeply embedded constituents).

The data are quite complex and a full discussion can be found in Hyman (1994,
1998). Here, we discuss two of the language types that Hyman presents: cyclic
and restored cyclic. A third type he discusses, noncyclic, is of no interest to us
here as it does not pose a challenge to any theory of the phonology—morphology
interface. The analysis is adapted from Hyman. The data in all three cases
involve the causative and applicative suffixes. In all three types of language, the
causative [j] attaches as an infix to stems containing the applicative (usually [il]).
Furthermore, the causative causes some stem-final consonants to mutate;
the exact system of mutation depends on the language. In all cases, we will be
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interested in the patterns of mutation in stems containing both the causative and
the applicative.

We start with Bemba, a typical cyclic language. We first look at mutation of the
root-final consonant before the causative [j]. Nasals are not subject to mutation.
Non-nasal labials mutate to [f]. Other consonants mutate to [s].

(39) Bemba mutation

a. -leep-  ‘be long’ -leef-j-  ‘lengthen’ (pb — 1)

-lub-  ‘be lost’ -luf-j- ‘lose’

b. -fiit- ‘be dark’ -fiis-i- ‘darken’ (t,d,Lk,g—s)
-tfind- ‘dance’ -tfins-j- ‘make dance’
-lil- ‘cry’ -lis-i- ‘make cry’

-buuk- ‘get up’
-lang-  ‘hunt’

-lis-i- ‘get (s.0.) up’
-lans-j-  ‘make hunt’

L A A

In addition, [s] allophonically palatalizes to [[] before high front vowels; we do not
show this in our transcriptions.

We now take a look at the pattern of mutation in forms containing the appli-
cative infix as well as the causative suffix. As expected, the [1] of the applicative
mutates to [s] in these forms. More surprising is the fact that the root-final
consonant too mutates.

(40) Double mutation
a. -leep-el-  ‘be long for/at’ vs. -leef-es-j-  ‘lengthen for/at’
-lub-il-  ‘be lost for/at”  vs. -luf-is-j-  ‘lose for/at’
b. -fiit-il- ‘be dark for/at” vs. -fiis-is-i-  ‘darken for/at’

-tfind-il- ‘dance for/at  vs. -t[ins-is-j- ‘make dance for/at’
-lil-il- ‘cry for/at’ vs. -lis-is-j- ‘make cry for/at’
-buuk-il- ‘get up for/at’ vs. buus-is-j- ‘get [s.0.] up for/at’
-ling-il-  ‘hunt for/at’ vs. lans-is-j-  ‘make hunt for/at’

Hyman’s cyclic analysis, based on his earlier interfixation analysis, proceeds as
follows. The causative suffix is added first and causes the root-final consonant to
mutate. The applicative is then infixed and its final [l], now adjacent to the [i], also
mutates. While these data do not pose a particular challenge to paradigmatic
correspondence, they do raise an interesting question. Let us compare the actual
Bemba data with what we would expect in a noncyclic system:

(41) Root Appl. Caus.—Appl.
leep leepel leefesi
leep leepel leepesj

In both systems we have a paradigm consisting of three forms. In Bemba, two
members of the paradigm, the applicative and the causative-applicative, have the
same root-final consonant. The third, the root, has a different consonant. In the
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hypothetical noncyclic system, two members of the paradigm have the same root-
final consonant as well: the root and the applicative. The causative-applicative has a
different root-final consonant. We see therefore that the apparent cyclic effect in
Bemba does nothing to improve paradigm uniformity overall. It simply shifts the
locus of non-uniformity to another part of the paradigm.

This demonstration does not require a major change in the mechanism of
paradigmatic correspondence. It does, however, require a reconceptualization.
Paradigmatic correspondence is commonly referred to (in the OT literature and
elsewhere) as paradigm uniformity, transderivational identity, and other similar
terms. The Bemba data show, however, that paradigmatic correspondence is more
similar to the traditional input—output relation of generative phonology than these
terms suggest: it is capable of enforcing a number of different types of phonological
relation, not limited to uniformity or faithfulness.

Another aspect of the data is worthy of mention: in a hyper-paradigmatic
system, perfect uniformity could be achieved by fricating the root-final consonant
in the isolated root without any affixes:

(42) Root Appl. Caus.—Appl.
leef leefel leefesj

This kind of system is of course not attested. We have already addressed this issue
in section 4.4.1, where we showed that the licensing approach of SBM allows the
attested inside-out pattern but not this unattested outside-in pattern (of course,
such paradigm levelling could in principle take place diachronically; if this were the
case, one would no longer posit an underlying stop for the morpheme in question
and therefore the synchronic analysis would not motivate outside-in application of
paradigm uniformity constraints).

We now turn to Nyamwezi, a “restored cyclic” language. In this language, the
root-final consonant is not mutated in causative applicatives.

(43) Lack of root-final mutation in Nyamwezi

-root- -root-i- -root-il-j-

a. -Bak-  ‘shine, burn (intr.)’ -Batf-i-  ‘light -Bak-id3-i-
-0g- ‘bathe intr. -0d3-i- ‘bathe (s.0.)” -0g-1d3-i-
-zeeng- ‘build’ -zeend3-i- ‘have built’  -zeepg-id3-i-
-nyuph- ‘smell’ -nyynh-i- ‘make smell’ -nuyph-id3-i-

b. -Bis-  ‘hide’ -Bif-i-  ‘make hide’ -Bis-id3-i-
-Bon-  ‘se€’ -Bop-i-  ‘make see’  -Bon-id3-i-

The data seem amenable to a noncyclic analysis, where mutation occurs just in case
its environment is found in the complete word form. However, when we turn to
cases where mutation is neutralizing, we find that the situation is somewhat more
complex. In particular, instead of the actual underlying root-final consonant, we
find in the causative-applicative a velar consonant.
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(44) Replacement velar when mutation is neutralizing
-gul- ‘buy’  -gud3z-i- ‘sell’ -gug-i d3 -j-
-kaanz-  ‘wash’ -kaapdz-j- ‘have washed’ | -kaapg-i d3 -i-
-butinh- ‘swim’ -bunh-i-  ‘make swim’ | -buaph-i d3 -i-

Why does Nyamwezi resort to a replacement velar consonant when either cyclic
application (retention of the mutated consonant) or noncyclic application (full
recovery of the underlying root-final consonant) would have given rise to better
paradigm uniformity? Hyman’s analysis has two aspects. First, palatals such as [d3]
are not allowed before vowels other than [j]. A different consonant is therefore
required in the causative applicative. The question is why the underlying root-final
consonant is not used. Hyman’s answer is that only the proximal base, in this case
the causative, is visible to the phonology of the causative applicative. The identity
of the underlying consonant therefore is invisible. The only choice is to use a
replacement consonant.

This discussion raises two points that are relevant to our topic. First, cyclic
effects in Nyamwezi destroy rather than enhance paradigm uniformity. This is an
even stronger version of the point raised by Bemba: the role of paradigmatic
correspondence is not necessarily enhanced uniformity. As in SBM’s licensing
statements, the role of correspondence is to allow the language to generate mor-
phologically complex forms by using whatever phonological mechanisms are
available in UG.

The second point is intimately related to the discussion of Bracket Erasure in
section 4.4.5, but goes beyond morpheme boundary information to include all
phonological information. Only the proximal base is visible to the phonology of a
form. More distal bases are not available. In the paradigmatic correspondence
model, this entails abandoning the full constituent representations from UR up
and depending solely on correspondence constraints between forms in the gram-
mar. It was already suggested in section 4.4.5 that allowing global reference to each
form’s full constituent structure is overkill. The discussion in this section provides
further proof of this.

SBM’s licensing approach already satisfies this requirement. The grammar
consists of relations between signs and therefore makes reference to distal bases
impossible.

4.5 CONCLUSION

Paradigmatic alternatives to traditional cyclic accounts of phonology—morphology
interface phenomena have become increasingly common. However, many



A CONSTRAINT-BASED FRAMEWORK 121

paradigmatic approaches have not explicitly addressed certain generalizations that
have been taken to be among the main motivations for cyclicity. In this chapter we
have presented Paradigmatic Sign-Based Morphology, a paradigmatic conceptual-
ization of Orgun’s configuration-based approach to the phonology—morphology
interface. This approach differs from other current paradigmatic views in explicitly
addressing a number of issues, which we summarize here.

In section 4.4.1, we looked at data that demonstrate the inside-out nature of
cyclic effects: a morphologically simple form exerts a phonological effect on a more
complex form, but not vice versa. We showed that this basic property follows in
PSBM from the fact that grammatical relations are seen as licensing statements for
morphologically complex items. In this section, we also showed that the licensing
approach accounts for the impossibility of further morphological derivation from
ill-formed bases. In section 4.4.2, we showed that apparent cyclic and noncyclic
effects may coexist in a language. PSBM is able to handle noncyclic effects by
allowing n-place grammatical relations. Section 4.4.3 demonstrated that the gram-
matical licensing approach can regiment the choice of correspondents (a task
relegated to constituent structures in configurational approaches). This avoids
the problem of setting up undesired paradigmatic correspondences between
forms that accidentally happen to share morphological or semantic features.
Bound stems (and not just independent word forms) might stand in paradigmatic
correspondence, as argued in section 4.4.4. Section 4.5 addressed Bracket Erasure
Effects, whereby the internal morphological structure of a form is not available to
the phonology. This follows automatically in a purely paradigmatic approach, in
which there is no such thing as internal morphological structure. Finally, in section
4.6 we showed that paradigmatic effects are not restricted to paradigm uniformity.
Other factors come into play as well, such as proximal base effects.

We have not considered extended paradigms in which more than just a mor-
phologically simple form and one complex form are involved (an example might
be an entire inflectional paradigm), or issues of traditional interest to morphol-
ogists such as syncretism and multiple exponence. Nor have we addressed the
traditional problem of Bracketing Paradoxes. These issues deserve further consid-
eration.
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CHAPTER §

SEGMENTAL
PHONOLOGY AND
SYNTACTIC
STRUCTURE

GORKA ELORDIETA

5.1 INTRODUCTION

One objective in this chapter is to provide a survey and critical review of the
phonological theories that deal with segmental phenomena whose domains of
application are directly or indirectly determined by syntactic structure. Another
objective is to present data and arguments that have recently come to light in this
area which constitute a challenge to these theories and posit the need for consider-
ing another way of creating phonological domains from syntactic structure. The
chapter is structured as follows. In sections 5.2—5.6 an overview of the most relevant
theoretical approaches to phrasal and prosodic phonology is provided; section 5.7
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will be devoted to a presentation of data that pose problems for these theories and
suggest the need for an alternative proposal. Finally, section 5.8 concludes.

5.2 THE DIRECT REFERENCE THEORY

The main idea in Kaisse’s (1985) Direct Reference Theory (DRT) is that the domains
of application of phonological processes of external sandhi are directly constrained
by syntactic relations such as c-command and edge locations (cf. Rotenberg 1978,
Manzini 1983, Lobeck and Kaisse 1984 for earlier proposals along these lines).!

An illustrative example is lenition in Gilyak. In this language, in a sequence of
words a b, an obstruent in initial position of b is voiced if a ends in a nasal and
spirantized if a ends in a vowel, but only if b c-commands a. Other phenomena
analysed by Kaisse include French liaison, tone sandhi in Ewe, Italian raddoppia-
mento sintattico, Mandarin tone sandhi, and Kimattumbi vowel shortening, which
cannot be reviewed here for for reasons of space. The reader is referred to the
original source. Critical evidence will be provided in section 5.3 showing the
shortcomings of this theory.

Not many scholars have adopted Kaisse’s view of the syntax—phonology inter-
face. Odden (1987, 1990, 1996) is the clearest defender of the DRT and suggests
adding reference to the syntactic notion of head as a relevant parameter for
discriminating contexts of application of certain postlexical rules.

Within DRT, a more sophisticated model would be the one proposed by Rizzi
and Savoia (1993) (R&S) to account for u-propagation in southern Italian dialects.
The phenomenon is triggered by the vowel /u/ ending a word, which spreads its
feature [+back] to the first vowel in a following word, or causes the insertion of a
/wl onglide before it. For instance, in the Verbicaro dialect:2

(1) a. [u'mweld] vs. ['me:l9]

‘the honey’ ‘honey’

b. [lu ‘'fwattsa] vs. [i 'fattso]
it I-do them I-do
Tdo it ‘T do them.

Rizzi and Savoia observed that the phenomenon of u-propagation occurs in
specific syntactic contexts, different in the eight dialects studied. According to the

1 Kaisse’s definition of c-command is actually m-command, that is, x m-commands y if the first
maximal projection dominating x also dominates y. To avoid any confusion, I will maintain the name
“c-command”, keeping in mind that it stands for m-command.

2 Rizzi and Savoia only provide phonetic transcriptions of the data rather than orthographic
transcriptions. We will follow their system, except for the trigger of the process, which we
transcribe as /u/, instead of surface [9], for ease of identification of the trigger.
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authors, contexts of application of phonological processes can be defined by
making reference to five parameters of syntactic cohesion holding between the
trigger and the target in a phonological process. The general syntactic relation
between trigger and target is that the trigger X-governs the target, where X-
government is a variable ranging over the following types of relations:?

(2) a. A and B govern each other.
b. A F(unctionally) governs B.
c. A Agr(eement) governs B.
d. A governs B.

Rizzi and Savoia define government in traditional terms (i.e. A governs B if the
first maximal projection dominating A also dominates B). Then, A F-governs B if A
is a functional category governing B, and A Agr-governs B if A and B stand in an
agreement relationship and A governs B.

Let us consider one of the dialects illustrating the need for F-government in order
to explain the facts. In the Stigliano dialect, u-propagation in nominal contexts only
occurs between a determiner and a following adjective or noun (i.e. (3a—c)), but not
between a quantifier and a following adjective or noun (see (3d—e)), a prenominal
adjective and a noun (see (3f)), or a noun and a following adjective (see (3¢)):

(3) a. [/ 'pwe:d9]

the foot

b. [,n a:t/u/ 'kwo:na]
another dog

¢. [n/u/ b'bwells 'fi339]
a dear/nice boy/son

d. [cc/u/ g'granno] (*g'grwanno)
more big
(‘bigger’)

e. ['ott/u/ 'ka:na] (*'kwa.no)
eight dogs

f. [na b'brov/u/ 'fizzo] (*'fwigze)
a good boy/son

g. [no 'swicc/u/ 'yranna] (*'yrwanno)
a bucket big
‘a big bucket’

In verbal contexts, u-propagation occurs only between a preverbal clitic and a

following verb (4a). It does not apply between an auxiliary and a past participle

3 An additional parameter is proposed that does not involve any kind of syntactic cohesion
between trigger and target, namely, that A and B are adjacent.
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(4b), between a modal or causative verb and an infinitive (4¢, d), between a copula
and a following adjective or noun (4e), between a verb and an object (4f), or
between a verb and the first word in a small clause (49):

(4) a. [l/u/ 'fwattf9]

it I-make
‘T make it.

b. ['l addg/u/ man'dga:ta] (*mwan'dza:ta)
it I-have eaten
‘T have eaten it.

c. [ywa'loim/u/ man'dga] (*mwan'dza)
(we) want eat
‘We want to eat.

d. [fo'tfeim/u/ 'fa] (*'fd)
(we)-make do

e. [s/u/ t'taBalo] (*t'twapolo)
(they)-are tables

f. [to'neim/u/ 'seita] (*'swertd)
(we)-have thirst
‘We are thirsty?

g [fa'neil/u/ 'mwura] (*'nwiura]
make-it black

Finally, u-propagation does not take place across a subject—predicate juncture:

(5) [lo ,pattfo'nwinn/u/ ‘'capdza] (*'cwapdzo)
the child is crying

Rizzi and Savoia point out that a purely structural condition such as c-command
or government is not sufficient to capture the correct environment of application
of u-propagation. For instance, the structural relationship between a determiner
and an adjective or noun does not seem to be different from the one holding
between a pronominal adjective and a noun, but u-propagation occurs in the first
case and not in the second. The structures assumed by R&S are the following:

(6) a NP b. NP
/\
D N’ D N’
| | | N
1/u/ N n A N’
the | a
Iwitt bbr v/u/ f

bed good boy/son
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As R&S also argue, a puzzling asymmetry arises in verbal contexts, as u-propa-
gation applies in the sequence clitic—verb (see (4a)), but it does not apply in the
sequence causative-verb—clitic:

(7) [fatfeim/u/ leila] (*lweilo)
let-us-do to-him-it
‘Let us do it to him’

The sequence clitic-verb does not seem to be more connected in terms of c-
command or government than the sequence where u-propagation does not occur.
Indeed, orthography would seem to indicate otherwise, as the sequence verb—clitic
is written as a single word. R&S provide the structures in (8) to illustrate their point.
Although they do not actually state their syntactic assumptions, it seems apparent
from the structures in (8) that they assume that a proclitic originates as a comple-
ment of V and adjoins to it, whereas in a construction involving a causative verb
followed by an infinitive, the clitic is the subject of the clause with the infinitive:

8) a /v\ b. /V\
cl \|/ \|/ c|l
l/u/  pattonweijo fatleim/u/  leilo
him  I-comb let-us-do to-him-it

We have seen in (4¢, d) that a modal or causative verb does not trigger u-propa-
gation on a following infinitive. Interestingly, a causative verb with an enclitic does
trigger /u/ propagation on a following infinitive, in imperative constructions:

(9) ['fall/u/ 'fa]

make-him-it do

Structurally, the sequence formed by a causative verb and a following infinitive
should be the same whether or not an enclitic is attached to the causative verb, but
then the results cannot receive an account in terms of c-command or government.
R&S argue that the difference lies in the fact that u-propagation occurs only if the
trigger is a functional category, and they add that trigger and target must govern
each other. The first condition would account for the absence of u-propagation
between an adjective and a noun or a noun and an adjective (see (3f, g)), between a
verb (without an enclitic) and what follows (see (4¢, d, f)), or between a subject and
a predicate (see (5)). The requirement for mutual government stems from the need
to explain the absence of u-propagation between an auxiliary and a main verb or a
copula and a following adjective or participle (see (4b, €)). R&S also claim that
mutual government holds between an enclitic of a causative verb and the following
infinitive by assuming right-adjunction of the clitic to the causative verb and
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incorporation (i.e. right-adjunction) of the infinitive to the causative verb+-clitic
complex:

(10) Vv
/\
P
cl kwanda:na

\Y
| |

fa 1/

Rizzi and Savoia then argue that mutual government helps explain the absence
of u-propagation between an enclitic on a perception verb and the first word in its
small clause complement (see (4¢)) or between an enclitic in a causative verb and a
following infinitive (see (11)). In both cases, the potential target does not govern the
enclitic, as shown in the structures in (124, b), respectively:

(11) son'deil/u/ kan'dana (*kwan'dano)
hear-him  sing

(12) a VP b. VP
T~ /\
\ SC \ S
\% cl NP AP Vv cd NP \|7P
I | | |
fa'nei 1/u/ A san'dei 1/u/ \|7
|
nura kan'da:e

Thus, R&S analyse the environment where u-propagation occurs as one in which
an element A (the trigger) F(unctionally) governs an element B (the target), and
both A and B govern each other.

Certain issues arise with R&S’s analysis which should be clarified. First of all,
notice that for the proposed analysis to work, R&S have to assume a non-DP
structure for nominal contexts (as in (6)). Indeed, as R&S themselves discuss (n. 7,
p- 313), if the most widely assumed DP structure were considered, determiners and
nouns would not be in a mutual government relationship, as nouns would be
dominated by NP. R&S would then need to assume that there is incorporation of
the head noun (and the pronominal adjective) to DP, or that the determiner itself
merges or cliticizes to the pronominal adjective or noun in PE. The former option
would face the problem of having to posit left-adjunction of the adjective to the
head noun, and then right-adjunction of the complex head adjective-noun to D.

As for the case of u-propagation between enclitics of causative verbs and a
following infinitive, the problem arises with the fact u-propagation occurs even
when causative verbs excorporate, or at least move to a higher functional head.
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Mutual government between the enclitic and the following word is hard to defend
there, as adverbs may be inserted between the two verbs. This is a problem that
R&S acknowledge (in n. 7, p. 313), and speculate that mutual government may be
calculated under reconstruction. This move is crucial, and it certainly deserves
detailed elaboration, rather than being left as a sketchy mention in a footnote; R&S
need to state clearly how this reconstruction is computed. The same problem arises
when trying to account for the domain of application of u-propagation in Verbi-
caro, for which R&S argue that u-propagation occurs obligatorily between any
functional head and another head that it governs (i.e. F-government) or between
any two heads that mutually govern each other (cf. R&S: 292-5).

Finally, it is worth pointing out that R&S make certain debatable assumptions,
such as the claim that quantifiers and numerals are not functional categories, in
order to explain why they do not pattern with determiners in allowing for u-
propagation (see 3d, e). This assumption clashes with a substantial amount of
syntactic literature that treats quantifiers and numerals as functional categories in
the DP or NP projection (Shlonsky 1991; Giusti 1991; Ritter 1991; Sigurdsson 1993;
Matthewson 1998, 2001; Longobardi 2001; Vangsnes 2001; Artiagoitia 2002; Gian-
nakidou 2004; Borer 2005; Etxeberria 2005, among others).

In sum, though the model proposed by R&S constitutes a sophisticated and
elaborate attempt to pin down the whole range of parameters of syntactic cohesion
that may determine contexts of application of phonological phenomena applying
across words, certain syntactic assumptions are not without problems, and perhaps
further work would have avoided them. However, the distinction between func-
tional and lexical categories that is advocated in this proposal is an important one
that is recurrent in other models of the syntax—phonology interface, as we will see
in this chapter.

There is a more recent development of the syntax—phonology interface that
argues for a direct influence of syntax on the creation of contexts of application of
phonological processes, namely, that of Seidl (2001). However, we will first review
the other major competing alternative theory of the syntax—phonology interface,
namely the Prosodic Hierarchy Theory, since Seidl (2001) points at the shortcom-
ings of this theory.

5.3 THE PrRosopic HIERARCHY THEORY

The basic postulates of the Prosodic Hierarchy Theory (PHT) are explicitly stated
in its original form in Selkirk (19804, b) and Nespor and Vogel (1982, 1986). The
main claim of the PHT is that there exists a suprasegmental, hierarchically arranged
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organization of the utterance, called “prosodic structure”. This structure is com-
posed of a finite set of universal prosodic constituents, which are the domains of
application of phonological rules and phonetic processes. From the bottom up,
these constituents are the syllable, the foot, the prosodic or phonological word, the
clitic group, the phonological phrase, the intonational phrase, and the utterance.
These constituents are mapped from morphosyntactic structure by algorithms
which make reference to non-phonological notions, that is, syntactic information,
but prosodic structure and the constituents that compose it are not isomorphic
with syntactic structure. Proponents of this theory claim that syntactic constituents
do not determine the domains for the application of phonological rules in a direct
way. Those processes that are directly sensitive to morphological structure, trig-
gered by certain morphemes or after certain morpheme combinations, are con-
sidered the object of Lexical Phonology (cf. Kiparsky 1982, 1985; Mohanan 1986).
There are some rules that are sensitive to syntactic-category information, referring
to syntactic labelled bracketings, such as the two vowel-deletion rules of Greek
discussed in Kaisse (1977), which require that the words participating in those rules
are contained in the same NP or VP. Another example would be the rule of Verb-
Final Vowel Deletion in Italian, which optionally deletes the final vowel of a word
a when followed by another word b which is its complement, but only if word a is
a verb (see Vogel et al. 1983). For instance, according to Nespor and Vogel (1986:
32-3), in an example such as (13) the final vowel of the verb can be deleted, but not
that of the noun:

(13) a. So che vuol(e)  nuotare.
I-know that he-wants swim
‘T know he wants to swim.

b. Ho le suole nuove. (*suol)
I-have the soles new
‘T have new soles.

These and similar examples (described also in Kenstowicz and Kisseberth 1977)
are considered to fall outside the scope of prosodic phonology and form a different
subsystem of rules.* Hayes (1990) claims that these rules receive a better treatment
if they are considered to apply in the lexicon, as precompiled phrasal rules, given
their idiosyncratic domains of application; we’ll return to this shortly.

Two different approaches can be distinguished in the PHT: the Relation-Based
Approach (RBA), developed mainly by Nespor and Vogel (1982, 1986) and Hayes
(1989), and the End-Based Approach (EBA), proposed initially by Selkirk (1986).

4 But see Meinschifer (2004) for an alternative analysis of the facts in prosodic phonology terms,
which does without specific reference to syntactic categories. Further research would be necessary to
see whether closer inspection of similar facts reported in the literature could lead to the same
outcome, but the issue is definitely worth investigating.
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5.3.1 The Relation-Based Approach

The principles that establish the geometry of the hierarchical structures of prosodic
constituents according to the RBA are presented in (14) (from Nespor and Vogel
1986, henceforth N&V). The first two principles are subsumed under Selkirk’s
(1984) Strict Layer Hypothesis.

(14) Principle 1
A given non-terminal unit of the prosodic hierarchy, X?, is composed of
one or more units of the immediately lower category, X?~".
Principle 2
A unit of a given level of the hierarchy is exhaustively contained in the
superordinate unit of which it is a part.
Principle 3
The hierarchical structures of prosodic phonology are n-ary branching.
Principle 4
The relative prominence relation defined for sister nodes is such that one
node is assigned the value “strong” (s) and all the other nodes are assigned
the value “weak” (w).

These four principles construct phonological representations of the form pre-
sented in (15).

(15) xP
/ﬂiilw\ /XK
XP2, XP%, xPZ  xp2 XP2
)'(pfi )&pfj )&pfi )%p*j X'pfj

The structure in (16) would be a schematic prosodic tree. Notice that at each
level there may be more than one constituent, symbolized by parentheses and
dotted lines.

(16) U
/\
(IP)

/PlPh (PPh) /PPh (PPh)
|
/CG (CG)\ /CG (CG)\
| |
PWd (PWh.. pPWd (pw}...
RN N
Ft  (Ft) ... Ft (Ft) ...

Syl (Syl)... Syl (SyD)...
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Notice that the principles stated in (14) reveal certain important differences
between syntactic and prosodic structure. On the one hand, although prosodic
structure has an immediate constituent analysis like syntactic structure, one of the
original tenets in Prosodic Phonology is that prosodic structure does not allow for
recursion of categories, unlike syntactic structure. That is, whereas a syntactic
constituent of a given type (say, an NP) can have as its immediate daughter a
token of the same category (another NP), an Intonational Phrase cannot contain
another Intonational Phrase, in the same way that a Phonological Phrase cannot
contain another Phonological Phrase, or a Prosodic Word cannot contain another
Prosodic Word, and so on.> In addition, in syntax a category of type n can
immediately dominate a category of type n+1 or higher (e.g. an NP can select a
CP), whereas in prosodic structure this is illegitimate (i.e. a Prosodic Word cannot
contain a Phonological Phrase). Finally, the possibility for n-ary branching in
prosodic structure is not observed in syntactic structure, which obeys binarity
strictly.

Phonological words may be equal to or smaller than the terminal element in a
syntactic tree. Thus, there are phonological words which are composed of the stem
and all affixes or of the two members of a compound together (e.g. Greek, Latin:
see N&V and Nespor and Ralli 1996), and there are also cases in which only a stem
plus affixes counts as a phonological word, that is, with each member of a
compound word forming its own phonological word (e.g. Sanskrit, Turkish,
[talian; see N&V; Nespor and Ralli 1996).6 However, both possibilities can coexist
in the same language, although one option is always the less favoured one (Nespor
and Ralli 1996; Peperkamp 1997).

Some languages show distinctions between prefixes and suffixes in terms of
phonological word formation. Thus, in Hungarian and Italian, prefixes are
specified to form independent phonological words, unlike suffixes, which combine
with the stem to form one phonological word (see N&V: 122-34). Then
there are affixes which form phonological words on their own by virtue of
satisfying minimal prosodic size requirements such as bisyllabicity (e.g.
Yidin; see N&V: 134-6) or are idiosyncratically specified to form independent
words, as in Dutch (see N&V: 136—40). For more discussion on prosodic words,
see Peperkamp (1997), Hall and Kleinhenz (1999), and Vigario (2003), among
others.

5 Selkirk (1995) discusses evidence that prosodic structure can be recursive, and hence suggests
considering recursivity as a violable condition or constraint, in the spirit of Optimality Theory.
However, she still holds that Layeredness (the property that would prevent one constituent of type
n dominating a constituent of type n+1 or higher) is inviolable and hence universally highly ranked.

6 Reiss (2003) offers a reanalysis of vowel harmony in Hungarian that renders superfluous the need
to assume that each member of a compound constitutes an independent prosodic word, as argued
traditionally in the literature. It could be that other cases could be reanalysed the same way.
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The clitic group is defined on the assumption that some elements are lexically
specified as clitics, following Klavans (1982), with directionality of attachment as
proclitics or enclitics. The existence of this constituent is proposed on the grounds
of the observation that there are phonological rules that apply only to the sequence
formed by a lexical word and the clitic that attaches to them (see Cohn 1989; Hayes
1989). However, Inkelas (1990) argues that these rules can be reanalysed as applying
either in the phonological word or in the phonological phrase, and that no
evidence has been provided yet of any language that requires the phonological
word, the clitic group, and the phonological phrase. The same position is adopted
by Zec (1988, 1993), Selkirk (1995), and Booij (1996), among others. For additional
discussion on clitics, see van der Leeuw (1997), Gerlach and Grijzenhout (2001),
and references therein.

The building algorithm for the phonological phrase is stated in (17) (taken from
Bickmore 1990). Reference is made to the recursive and the non-recursive sides of a
head. The recursive side is the direction of branching (i.e. of complementation) in
a language, the non-recursive side is the opposite side, that is, the side where
specifiers are located.

(17) Phonological phrases contain a head X and all elements on the non-recursive
side of the head which are still within X™,
Parameters
a. Obligatory, optional, or prohibited inclusion of the first complement on
the recursive side of X.
b. The complement may branch or not.

Most, if not all, proponents of this definition of phonological phrases assume the
syntactic model of Chomsky (1981), in which functional categories are considered
specifiers or modifiers located on the non-recursive side of heads, that is, on the
opposite side of the direction of branching of a language. Determiners, demon-
stratives, and possessive pronouns are then specifiers of noun phrases, auxiliaries
are specifiers of verb phrases, degree adverbs are modifiers of adjectives, and so on.
Thus, functional categories which are not already included within a phonological
word or clitic group with a stem or phonological word end up being contained in
the same phonological phrase with the head that they are syntactically associated
with. This is illustrated by the rule of raddoppiamento sintattico (RS) in central and
southern varieties of Italian, which is analysed as applying across two words
contained in a phonological phrase. By this rule, the initial consonant of a word
is lengthened when preceded by a word ending in a stressed vowel. Examples of the
contexts in which RS applies are marked with _, and those in which it does not,
with // (see (18) and (19), respectively):?

7 In examples (18)—(23) I maintain N&V’s convention of indicating the relevant stressed syllables
with acute accents, although in standard Italian orthography they should be written as grave accents.



136 GORKA ELORDIETA

(18) a. Avra _trovato il pescecane.
(s)he-will-have  found the shark
‘He must have found the shark.

b. La gabbia é _gid _caduta.
the cage has already fallen
‘The cage has already fallen’

c. Eappena passato con  tre_  cani.
(s)he-has passed with three dogs
‘He has just passed by with three dogs.

(19) a. Devi comprare delle mappe di citta /| molto  vecchie.
you-must buy some maps of city very old

“You must buy some very old city maps.

)

b. La gabbia era dipinta di gia |/ completamente.
the cage was painted already completely
‘The cage was already completely painted.

c. Lentrata allo zoo costa dipiti// per i turisti
che per i locali.
the-entrance to-the zoo costs more for the tourists

than for the locals
‘The entrance to the zoo is more expensive for tourists than for locals.

These sentences are structured in phonological phrases as indicated in (20) and
(21), respectively, following the phonological-phrase-formation algorithm expres-
sed in (17) (where ® = phonological phrase).

(20) a. (Avra_trovato)g (il pescecane)q
b. (La gabbia)g (é_gia_caduta)e
e (B appena passato)¢ (con tre_cani)g

(21) a. (Devi comprare)q (delle mappe)q (di cittd)q // (molto vecchie)qg
b. (La gabbia)g (era dipinta)q (di gid)e // (completamente)q,
(Lentrata)q, (allo zoo)g (costa di piti)e // (per i turisti)g (che per i locali)g

o

The first complement of a head on its recursive side may be optionally joined into
the phonological phrase that contains the head if this complement is non-branching,
that is, formed by only one phonological word (and provided the head is not
focalized, cf. Frascarelli 2000). This is called “phonological phrase restructuring”
by N&V (p. 173). Thus, the phrasing in (22) can be optionally rephrased as in (23).

(22) (Se prenderd)q (qualcosa)q (prendera)g (tordi) o
if (s)he-catches something  (s)he-will-catch thrushes
‘If (s)he catches something, (s)he will catch thrushes’

(23) (Se prendera_qualcosa)q (prendera_tordi)g
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More examples of processes analysed as applying within phonological phrases
using the RBA can be found in Cho (1990), Condoravdi (1990), Kidima (1990),
McHugh (1990), Rice (1991), Hayes and Lahiri (1991), Zsiga (1992), and Frota
(2000), among others. It should be borne in mind, however, that the new devel-
opments in syntactic theory since the second half of the 1980s assign maximal
projections to functional categories, taking lexical categories or other functional
projections as complements. Hence, the definition of phonological phrase in the
RBA would have to be reformulated. Perhaps proponents of the RBA could define a
phonological phrase as a constituent formed by a functional head and a lexical
head it dominates, as well as any adjunct of the lexical head. However, the meaning
or theoretical implication of such a mapping would remain obscure. Why would
such a context form one phonological phrase? Why can functional categories not
form independent phonological words or phonological phrases, while lexical heads
can? As in R&S’s approach, the relationship between functional and lexical cat-
egories is crucial in the RBA, but left unexplained. The same criticism holds of the
other model of the PHT, which we willl review in the next section.

The syntactic criteria defining the intonational phrase and the utterance are
less well understood. Certain syntactic constructions such as parentheticals,
non-restrictive relative clauses, topics, vocatives, and tag questions are usually
phrased in independent intonational phrases, separated from other material in
an utterance by pauses, intonational boundaries, or final lengthening. We refer the
reader to N&V, Hayes (1989), Nespor (1990), Vogel and Kenesei (1990), and Frota
(2000), among others, for discussion (see Kanerva 1990 for an intermediate
constituent between the intonational phrase and the phonological phrase, the
focus phrase).

5.3.2 The End-Based Approach (EBA)

The main proposal in this model is that the relation between syntactic structure
and prosodic structure above the foot and below the intonational phrase is defined
in terms of the ends of syntactic constituents of designated types. The idea is that a
derived phonological domain will comprise the string of the surface syntactic
structure that is demarcated by the left or right ends of heads or maximal
projections. The parameters for the mapping of syntactic structure onto prosodic
structure are stated in (24).

(24) End parameter settings
(1) a. ]Word b. Word[
(11) a. ]Xmax b Xmax[

The string that falls between two left or right boundaries of the relevant
constituent level forms one phonological domain. The string contained between
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two word boundaries is a phonological or prosodic word, and the string contained
between two boundaries of maximal projections is a phonological phrase.
Assuming a language with right-edge settings for the word and X™* constituent
levels, the phonological domains shown in (25) would be obtained (from Selkirk

1986: 387).

(25) a S
/\
NP VP
/l\ /\
fw N PP ? NP

b. . L Jwe....Jwi...... Wi Iw
........................... ]Xmax «+---e-- | Xmax --- ] Xmax

c ( ) ( ) () ( ) ( ) Pwd

d ( ) ( ) ( ) PPh

Selkirk exemplifies the workings of this theory by analysing the domains of
application of stress assignment in Chi Mwi:ni, which is assigned at the phrasal
level. Selkirk identifies the domain as the phonological phrase, delimited by X™*
right edge boundaries:

(26) VP
VP NP
\% NP
a. pa(:)nsize  cho:mbo mwa:mba
Do e JXmax..eeoereeens ]Xmax
c ( )PPh ( )PPh

‘He ran the vessel on to the rock.’

This shows that the verb and its complement form a domain, and that the
adjunct NP forms a separate domain, set off from the first by the right-edge
boundary of the complement NP. In noun and verb phrases, which are always
right-branching, with the head on the left, the head is joined in a stress domain
with what follows; see (27).

(27) a. nplmape:ndo: [ya: wp[maski:ni:]np Inp
D e | Xmax
¢ ( )

‘the love of a poor man’
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(28) a. vplvlshika:nily wplmalimu: [wa: wplsaba:lne 1lne Jve

D e e I xmax

¢ ( )

‘Seize (pl.) the seventh teacher’

As for the RBA, an important aspect of the EBA is that the boundaries of function
words do not count for the mapping between syntactic and prosodic structure, and
are included in larger prosodic domains, as stated in Selkirk’s (1984) Principle of the
Categorial Invisibility of Function Words (PCI). This principle is based on the
observation that function words are not assigned the silent demi-beat of syntactic
timing that non-function words receive in the syntax—phonology mapping and are
not assigned a third-level main word stress, as well as on the observation that
function words are usually unstressed. It is a cross-linguistically attested fact
that they often cliticize to an adjacent word. This assumption is expressed in (25),
where the function words (fw) in the subject phrase do not project any right Word
or X™* boundaries and are subsumed in the following domains. Indeed, Selkirk
claims that the close phonological juncture of function words with an adjacent
word is illustrated by the great likelihood that phonological rules of external sandhi
operate between a function word and an adjacent word. However, this is an
observation of the facts and does not constitute an argument for the PCIL.

The PCI has been assumed by all scholars working within the EBA. For instance,
Chen (1987) analyses tone sandhi in Xiamen Chinese as applying within phono-
logical phrases, delimited by setting the ]x.., parameter. However, subject and
object pronouns do not have phonological-phrase boundaries on their right edges,
and they normally cliticize to the tone group on their right. Thus, contrast the
examples in (29), which contain subject and object pronouns, with the example
in (30), which contains a lexical NP subject and object (cliticization is indicated

by the = sign):

(29) a. (yi/lang = sia Ka kin)g
he/someone write more fast
‘He/someone writes faster.

b. (ts’iah li/lang = lai)g
invite you/someone come
‘Invite you/someone to come’

(30) (Ting sio-tsia)g (p’ew)e (sia-liao-loo)q
Ting miss letter  write-asp.
‘Miss Ting has written the letter.

Other work on phonological phrase formation using the EBA includes
Selkirk and Tateishi (1988) for Japanese, Selkirk and Shen (1990) for Chinese, and
Kenstowicz and Sohn (1997) for Korean, among others. Most recently, Selkirk (1995,
2000) and Truckenbrodt (1995, 1999, 2002) have modelled the EBA in terms of
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alignment constraints operating in Optimality Theory grammars, as we will see
below.

Some authors explore the relevance of different aspects of syntactic structure in
the definition of a phonological phrase, such as branchingness. In Kinyambo, for
instance, high-tone deletion occurs within phonological phrases delimited by the
right edge of branching syntactic maximal projections (Bickmore 1990). Thus,
observe the difference in phrasing between (31a) and (31b). In (310) a phonological
phrase boundary is inserted at the right edge of the branching indirect object,
leaving the direct object on its own. If restructuring were at stake, the direct object
would form part of the preceding phonological phrase.

(31) a. [Nejakworech’ [abakoZ [np [émbwalnp]vp
(Nejakworech’ abakoz’ émbwa)g
he-will-show workers dog
‘He will show the workers the dog’

b. [Nejakworech [omukama [w’abakézi)pplnp [émbwalnplve
(Nejakworech’ omukama w’abakoézi)g (émbwa)g
he-will-show chief of workers dog
‘He will show the chief of the workers the dog’

In the light of such evidence (see Bickmore 1990 for more details, as well as
Cowper and Rice 1987 for a discussion of consonant mutation in Mende), these
scholars suggest adding the parameter “(non-)branchingness” to the list of param-
eters in (24). In a similar vein, although not within the EBA, Zec and Inkelas (1990,
1995) suggest an alternative approach, in which phonological phrases are formed
bottom-up from syntactic sisters (head and complement), but syntactically non-
branching maximal projections do not constitute independent phonological
phrases and are phrased with the adjacent head. The phonological evidence they
present is not segmental in nature, but has to do with the distribution of the
emphatic particle fa in Hausa or the second position clitics in Serbo-Croatian.
They even argue that branchingness can have an effect in the opposite direction,
from prosody to syntax, in that certain syntactic operations such as topic construc-
tion in Serbo-Croatian or heavy NP shift in English have to be branching prosodi-
cally at some level. Thus, topics in Serbo-Croatian have to contain at least two
phonological words, and the shifted constituents in English have to contain at least
two phonological phrases. The problem with this proposal is that syntactic or
prosodic branchingness does not seem to be a universally necessary constraint for
all languages. It may apply with full force in Kinyambo, Mende, Hausa, and Serbo-
Croatian, but in Italian it does not seem to be an obligatory condition to fulfil,
according to N&V. Also, it should not escape our attention that allowing prosody to
influence syntax has important theoretical implications. In the theory of grammar
assumed in the generative model, only a unidirectional relationship or mapping
from the syntactic component to the phonological component (the level of
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Phonetic Form, which prosody forms part of) is claimed to exist. Thus, arguing for
a bidirectional relationship between these two modules raises questions about the
theoretical changes that such a move would involve; among others, whether the
relationships are bidirectional or multidirectional (i.e. all components or levels are
related to one another), or whether the traditional assumption that the construc-
tion of an utterance proceeds derivationally from one module to another (i.e. the
inverted T- or Y-model) should be abandoned in favour of a parallel derivation
between components, perhaps a la Jackendoff (1997). Unfortunately, the authors do
not discuss these issues.

Selkirk and Shen (1990) analyse the rules of Obligatory Tone Deletion, Left-to-
Right Tone association, and Default Tone Insertion in Shanghai Chinese, and
conclude that they apply within a phonological word, defined through the inser-
tion of prosodic word boundaries at the left edge of a lexical word. Function words
do not project boundaries, and hence form part of a phonological word together
with the lexical word and function words to their left. The examples in (32)
illustrate a minimal pair of a verb phrase with a pronominal object and one with
a lexical object. Additional examples are provided in (33), with the labelled
structures to the left of the arrow representing syntactic structure and the repre-
sentations to the right of the arrow illustrating the division of the string in
phonological words.

(32) a. (taN ‘noN leq)

hit you has
‘has hit you’

b. (taN) (‘mo leq)
hit horse has
‘has hit the horse’

(33) a [z [lagq [‘zawNhe]xplpplve —  (‘z ‘laq) (‘zawNhe)

live in Shanghai
‘live in Shanghai’

b. [taw [zig pe ‘zalnplvp —  (taw ziq pe) (‘zo)
pour indef.  cup tea

‘pour a cup of tea’

Observe the mismatch between syntactic and phonological constituency
reflected in (33). The preposition in (33a) and the quantifier and classifier pe in
(33b) form part of a PP and NP, respectively, but form prosodic words with the
preceding verb. Hale and Selkirk (1987) claim that the PCI is responsible for some
of the syntax—phonology mismatches observed in different languages, such as these
attested in Shanghai Chinese. Given a syntactic parsing of the string such as the one
in (34), head-initial languages would divide the string into prosodic words as in
(35a) or (35b), depending on which setting for the edge parameter they select.
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... word fw word...

(35) a. Parameter = |word ...(word) (fw word) ...
(e.g. English, French, Shona)

b. Parameter = worql ...(word fw) (word) ...
(e.g. Kwakwala, Kukuya, Shanghai Chinese)

Head-final languages, on the other hand, would parse the string in the opposite
fashion, as shown in (36), and the only observed output in phonological wording is
the one in (37a):

(36) PN
O NN

... word fw word

(37) a. Parameter = vwoq[ ... (word fw) (word)...
(e.g. Japanese, Shanghai Chinese)

b. Parameter = |worq ... (word) (fw word)...
No examples found.

The conspicuous absence of examples of possibility (37b) deserves a comment.
Hale and Selkirk attribute it to the alleged tendency of function words to be
attracted to preceding stress. But this is a stipulation, and empirically wrong: as
shown in (35a), in head-initial languages, function words most naturally form
prosodic words with following words, although stress precedes those function
words (i.e. the default assumption is that the lexical words preceding the function
words bear stress). This pattern covers the overwhelming majority of cases. Only a
few cases of function words grouping with the preceding word are attested in head-
initial languages; to the three languages in (35b) we could perhaps add Dschang-
Bamileke (see Hyman 1985) and Yagua (see Payne & Payne 1989; Everett 1989). This
is surprising under Hale and Selkirk’s assumptions on the inherent attraction to the
preceding stress that function words display. In the majority of cases, then, it seems
that a function word tends to associate phonologically with a word with which it is
syntactically more closely related. This observation needs to be clearly stated as well
as explained, and unfortunately the EBA (similar to the RBA and R&S’s proposal)
does not attempt an explanation. Evidence is presented in section 5.7 showing that
the syntactic relationship holding between a functional and a lexical category acts
as a constraining force in the syntax—phonology interface, and an alternative view
is presented that is based precisely on the nature of the morphosyntactic relation-
ships between functional and lexical heads.
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It is not easy to show the superiority of the EBA over the RBA or vice versa, as
most phenomena could receive an analysis under both approaches. Only Bickmore
(1990) and Cho (1990) attempt a comparison of both models, and reach opposite
conclusions. In addition, Chen (1987, 1990) suggests that phonological domains in
one language may be constructed following the EBA but that certain relation-based
considerations may also play a role. For Xiamen tone sandhi, he claims that
adjuncts do not project phonological-phrase boundaries, but as Truckenbrodt
(1999) points out, it could be that such adjuncts do not project onto phrases and
hence no boundaries are inserted at their edges.

The EBA saw new developments with the advent of Optimality Theory. In Selkirk
(1995, 2000) and Truckenbrodt (1995, 1999, 2002) the syntax—phonology mapping is
conceived as the result of having candidate prosodic phrasings of the input syntactic
structure of a sentence evaluated by a ranked set of violable constraints. The
empirical evidence comes from languages such as English, Italian, Bengali, Brazilian
Portuguese, Tohono O’odham, Kimatuumbi, Chichewa, and Chi Mwi:ni.

As illustrative examples of this approach, let us summarize Truckenbrodt’s (1995,
1999) analyses of vowel shortening in Kimatuumbi and Chi Mwi:ni and vowel
lengthening in Chichewa (three Bantu languages). In Kimatuumbi and Chi
Mwi:ni, shortening applies in words that are not XP-final. Thus, in the examples
from Kimatuumbi in (38a), the long vowel of mpuunga ‘rice’ is shortened because
it is not final in the NP, whereas the long vowel in badndu ‘people’ is not shortened
because it is final in its NP. In (38b), the long vowel in mpiiunga is not shortened
because it is final in its NP (the lack of shortening in waabdi ‘has rotted’ is due to
the same circumstance). In (38¢) shortening does not apply to the direct object
kikoloombe ‘shell’ or to the indirect object Mambéondo ‘Mamboondo’ because they
end their NPs.

(38) a. [n[mptiungal wa [badndulnplnp — mpunga wa baandu
rice of people
‘people’s rice’
b. [mpuungalnp [waabdilyp — mpuungd waaboi
rice has-rotted
“The rice has rotted.

c. [naampéi [kikoloombelnp [Mamboondolnplvp — naampéi kikéloombe
Mambéondo
I-him-gave  shell Mambdondo
‘T gave Mamboondo the shell.

In the Chi Mwi:ni example in (39) the same condition for shortening applies.
Only the vowel in panziize ‘he ran’ can shorten, as it is not final in its XP, that is, the
VP. The other two words are final in their NPs, and thus the long vowels they
contain cannot be shortened.
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(39) [panziize [choombolnp [mwaambalyplyvp — panzize choombo mwaamba
he-ran  vessel rock
‘He ran the vessel onto the rock.

Based on a previous analysis of the facts couched in the EBA by Cowper and Rice
(1987), as an alternative to a DRT analysis provided by Odden (1987), Truckenbrodt
(1995, 1999) claims that in Kimatuumbi and Chi Mwini long vowels shorten
except in the prosodic word immediately preceding the right edge of a phono-
logical phrase. Phonological-phrase boundaries are determined by the constraint
ALIGN-XPR ( (ALiGN (XP, R; &, R)), which demands that the right edge of a lexical
maximal projection be aligned with the right edge of a phonological phrase. This
explains why an indirect object and a direct object are separated in different
domains for vowel shortening: a phonological phrase boundary is inserted at the
right edge of the indirect object NP.

In Chichewa, on the other hand, penultimate vowels in a word lengthen if the
word is final in its XP:

(40) a. [mleé"dolnp (cf. [mle”do uuyu]np)
‘visitor’ ‘this visitor’
b. [kagadlulnp [kandafalyp
(small) dog died
‘The (small) dog died’

Thus, it seems as if phonological phrases in these three Bantu languages are
constructed the same way, by the force of a highly ranked ArLigN-XP,R. However, in
Chichewa, no lengthening occurs on the indirect-object NP mwand ‘child’ in (41a)
or on the direct object nyu™ba ‘house’ in (41b), although it applies to the words
”jfi”ga ‘bicycle’ and mwaala ‘rock’, which end their phrases.

(41) a. [tinapatsa  [mwand]np ["jii"galnelve
we-gave child bicycle
‘We gave the child a bicycle’
b. [amaménya [nyu"balnpe [di mwaalalyplvp
he-hit house with rock
‘He hit the house with a rock’

Truckenbrodt (1995, 1999) analyses the asymmetry between Kimatuumbi-Chi
Mwi:ni and Chichewa as the effect of two other constraints, Wrap-XP and Non-
REC. WRAP-XP demands that each XP is contained in the same phonological
phrase, that is to say, without having the words in the XP in separate phonological
phrases. This constraint is compatible with ArLigN-XP,R in cases in which a bigger
or more inclusive XP1 containing two or more XPs projecting right edges of
phonological phrases is still wrapped together in one phonological phrase. This
would be the case of a VP wrapped as a phonological phrase but containing two
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objects whose right edges are aligned with the right edge of phonological phrases as
well. Banning or allowing such recursive phonological phrases is the role of
Nonrec. In Kimatuumbi such recursive structures are allowed, thus respecting
ALiGN-XPR and WraP-XP but violating NoNrec. In Chichewa, however, an XP
must be wrapped in a phonological phrase without having inner phonological
phrases. That is, a VP forms a single phonological phrase, respecting Wrap-XP and
Nonrec but violating ArigN-XP,R. The relative ranking of these constraints for
Kimatuumbi and Chichewa, then, is as in (42).8

(42) a. Kimatuumbi: ArigN-XP,R, WRAP-XP » NONREC
b. Chichewa: WraP-XP, NONREC » ALIGN-XP,R

However, example (40b) needs some clarification, as the subject and the verb are
in separate phrases; why is the IP or CP containing the subject and the verb not
wrapped? Truckenbrodt (1995, 1999) explains these cases by assuming Selkirk’s PCI
(i.e. that functional projections are invisible to prosodic boundary insertion) and
that IP or CP do not need to be wrapped together. Thus, ALigN-XPR applies
without obstacles.?

Narrow focus, however, plays a role in Chichewa, as a constituent bearing
narrow focus is phrased separately. Thus, if the verb in (43a) were focalized,
penultimate lengthening would apply to it, and if the first object in (43b) were
focalized its penultimate vowel would be lengthened as well:

(43) a. [tinapaatsa [mwandlxp  ["jii"galnplve
we-gave child bicycle
‘We gave the child a bicycle’

b. [amaménya [nyu™bdlgp [di mwaala]plvp
he-hit house with rock
‘He hit the house with a rock.

Truckenbrodt (1995, 1999) attributes these facts to the effect of a constraint
ArigN-Foc(ArigN (FogR; @,R)), which demands that each focused constituent
is right-aligned with a phonological-phrase boundary, and it has to be ranked
above WraP-XP in order to enforce violations of this constraint.

Finally, another positive aspect of this kind of OT analysis is that it allows a
reanalysis of Hale and Selkirk’s (1987) account of Tohono O’odham eliminating
lexical government from the parameters of the syntax—phonology interface. In this
language, there are phonological phrase boundaries at the right edge of subjects in
Spec of IP and VP-adjoined objects but not at the right edge of VP-internal objects

8 For Chi Mwi:ni, Seidl (2001) shows that an OT analysis along the lines of Truckenbrodt’s would
have to posit a higher ranking of ALIGN-XP, R, and NoNREC over WRaP-XP.

9 Truckenbrodt (1995, 1999) uses the same argument to account for the presence of a left-edge
prosodic boundary on VP when preceded by a subject in Kimatuumbi; hence the presence of phrasal
high-tone insertion at the right edge of the subject.
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or subjects. Hale and Selkirk (1987) argued that this asymmetry could be explained
on the assumption that in Tohono O’odham, lexically governed maximal projec-
tions do not project right-edge phonological phrase boundaries. Truckenbrodt
(1995, 1999) shows that such a parameter is not needed. Having Wrapr-XP and
Nonrec ranked above ALigN-XP,R accounts for the absence of breaks in the VP.

The survey of OT analyses of the syntax—prosody interface can be closed by
mentioning that, in addition to constraints such as ArigN and Wrap that make
reference to syntactic information, other purely prosodic constraints imposing
conditions on size and balancing of phonological phrases have been invoked in
the literature. For instance, UNIrORMITY (phonological phrases must be of equal
length, i.e. contain the same number of prosodic words; see Ghini 1993; Sandalo
and Tuckenbrodt 2002; Prieto 2005, in press), SYMMETRY (a string is divided into
phonological phrases displaying a symmetrical distribution of length, i.e., (Ww)qg
(W)p (Ww)g is better than (W) (Ww)gp (WwW)g; see Ghini 1993), INCREASING UNITS
(phonological phrases on the recursive side are heavier, i.e. contain more prosodic
words, than those in the non-recursive side; see Ghini 1993), BINARY-MAP (a major
phrase/phonological phrase must contain minimally and/or maximally two minor
phrases, i.e. prosodic words; see Selkirk 2000; Prieto 2005, in press), or MAXIMUM-
Marp (a major phrase/phonological phrase must not contain more than a language-
specific maximum number of syllables or of levels of prosodic branchingness; cf.
Elordieta, Frota and Vigario 2005).

5.4 MINIMAL INDIRECT REFERENCE

As pointed out in section 5.2, after Kaisse’s (1985) proposal of the DRT there have
been very few attempts at continuing with this approach to the syntax—phonology
interface, and the PHT has been dominant in the field, especially the EBA.
However, Seidl’s (2001) Minimal Indirect Reference model (MIR) criticizes the
assumptions of the PHT, claiming that there is a prosodic hierarchy independent of
syntax and defending a more syntactic account for determining phonological
domains. Seidl argues that there are two parses or levels of representation of
post-syntactic structure: the first morphosyntactic parse, which she calls “Mor-
phosyntactic Representation”, or M,, is mapped from syntactic structure, and a
further parse, which she calls the “Prosodic Representation”, or P,, is mapped from
M, by the Phonological Domain Generator. Seidl goes on to argue that there are
rules that are specified in the grammar to operate at either of these two levels. Rules
applying at M, are called M-rules, and Seidl claims that they apply on edges of
phases (Chomsky 20014), that is, at the edges of propositional units such as a verb
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phrase (vP) or a full proposition (CP). On the other hand, rules operating at the
later level of P, are called P-rules and can make reference only to theta-domains, or
domains where theta-roles are assigned, namely, VP, vP, and NP. Seidl calls M-rules
and P-rules early and late rules, respectively. The architecture of the Minimal
Indirect Reference (MIR) model that she proposes is the following:

(44) Output of Morphosyntax (M) & Early Rules

l < Phonological Domain Generator

Prosodic Representation (P) & Late Rules

Surface Phonological Representation

Seidl calls the theory she advocates Minimal Indirect Reference because,
although P-rules operate on a level of representation that is not purely syntactic
in nature, M-rules operate directly on syntactic information. It is worth pointing
out in this regard that there are questions that arise about the exact nature of
the levels M, and P,. It is not clear whether M, is a level of syntax or of the
phonological component. On the one hand, Seidl claims that hers is a theory of
post-syntactic grammar; hence both M, and P, should be levels of representation
created after the derivation is sent to the phonological component or PE. However,
in some other instances she claims that M-rules apply to a level of syntax, or that
they apply directly on the syntactic representation. Perhaps M, is a level of PF
immediately after Spell-Out that still preserves all syntactic information, a level
such as Morphological Structure proposed in the theory of Distributed Morph-
ology (cf. Halle and Marantz 1993, 1994, and the literature thereafter), which Seidl
adopts. In fact, she refers to the P-parse (i.e. P,) as a “post-Morphological Merger
structure”, citing Marantz (1988) and following work (see Seidl 2001: 20, 23).
Although the level of Prosodic Representation is vaguely left at that, Seidl makes
it clear that the domains on which rules operate at this level are prosodic domains,
although different from those in the prosodic hierarchy of Prosodic Phonology,
reviewed in section 5.3. These prosodic domains are theta-domains, or, to express it
in better terms, prosodic domains that are derived or mapped onto P, from theta-
domains of M,. However, this implies in turn that M, is a level of representation
that preserves almost all syntactic information and is therefore almost indistin-
guishable from a syntactic level. Unfortunately, the exact nature of this level is not
explicitly stated.10

10 This point leads to the issue of the mapping from syntax to phonology, that is, what
syntactic information exactly is mapped onto the phonological component or PE. According to the
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Seidl’s main criticism of the PHT is that it is too restrictive, in that it assumes
that the phonological domains are of only one kind, derived from an algorithm
that creates prosodic domains from syntactic structure. She claims that the
existence of domain-clustering violations and domain paradoxes (or layeredness
violations) poses serious problems for the PHT, and that these phenomena are
assumed naturally under MIR once the dichotomy between M-rules and P-rules is
recognized. Domain-clustering violations arise in cases in which it seems that there
are not enough levels in the Prosodic Hierarchy to cover the domains in which
prosodic rules apply, and domain paradoxes or layeredness violations arise when
the domains for two rules may be of equal size, or smaller or bigger than each other.

Mende is an example of a language showing domain-clustering violation.
A first rule of tone sandhi changes a high (H) tone to a low (L) tone when it is
preceded by another H tone within the same phonological domain. Thus, in (45)
the H tone of fdji changes to a L tone as it is preceded by a H tone in the preceding
word:

(45) myé fajiwé-ita — nyévaji wé-ita
six fish buckets
‘six fish buckets’

A second rule of consonant mutation lenites the initial consonant of a
word in certain domains. In the following examples, /k/ and /ng/ change into /g/
and /w/:

(46) a. ngi kanaa — ngi ganaa
his case
‘his case’
b. binguléi — biwiléi
your oil
< b Bl
your oil

Tone sandhi domains and consonant mutation domains are non-isomorphic.
Thus, in (474) the subject forms one domain for mutation separate from the object
and the verb, but for tone sandhi each word forms its own domain. In (47b) the
possessor and the noun form one domain for mutation but separate domains for

theory of Distributed Morphology, syntactic structure is mapped onto the level of Morphological
Structure and is visible there (syntactic labels included), in order for morphological processes
such as merger, fission, fusion, impoverishment, and vocabulary insertion to work. Also, some
recent influential proposals argue that word order is computed at PF with algorithms that
compute syntactic structure, more concretely, c-command relationships (cf. Kayne’s 1994 Linear
Correspondence Axiom and Nunes’ 2004 Chain Reduction, for instance).
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tone sandhi. The domains for these two rules are indicated in brackets in the
glosses.1!

(47) a. i nyd  pok3le 13 — 1 nyd wok31& 15
(suBj-psT) (me imitated CERTAIN) mutation domain
(susj-psT) (me) (imitated CERTAIN) tone sandhi domain

‘He imitated me.

b. nyandoli —  nya woli

(my ear) mutation domain
(my)(ear) tone sandhi domain
‘my ear’

The domains for consonant mutation are of equal size or larger than the
domains for tone sandhi. But the problem for the PHT is that the domains of
these rules do not seem to correspond to prosodic domains in the PHT. Since tone
sandhi operates across words, the domain must be bigger than a prosodic word. If
it is a phonological phrase, then consonant mutation should apply in the next
higher category, an intonational phrase, but clearly the domain for tone sandhi is
not the intonational phrase: no prosodic cues associated to intonational phrases
(boundary tones, final lengthening, pauses, pitch reset) delimit the boundaries
between the subject and the verb in (47a) or the possessor and the noun in (47b).
Recursive phonological phrases as in Truckenbrodt (1995, 1999) would not be an
alternative, either (cf. (48)), as the two rules are of a different nature and they
would be applying in the same domain, and it would be difficult to formalize the
specific levels of recursive phrasing each rule applies in. For instance, in (474) the
object pronoun nyd is contained in the same phonological phrase together with the
verb for consonant mutation, but it constitutes a separate domain from the verb
for tone sandhi. We would have to assume that tone sandhi operates on the lower
or most embedded level of phrasing, whereas consonant mutation applies to the
second level of recursive phrasing. This is an awkward solution that Seidl rejects.
(48) i nyd pokdle I3 — 1 nyd wok3/¢13

((suBJ-PST) g ((me)ep (imitated CERT)gp)op)d
‘He imitated me.

Seidl (2001) suggests a different solution: that tone sandhi and consonant
mutation operate at different levels of representation. Tone sandhi applies first,
in the syntactic domain of a phase. The syntactic structure Seidl assumes for Mende
is that shown in (49).

11 In (46b), however, the possessor forms one domain for tone sandhi with the noun. Seidl argues
that the difference between (46b) and (47b) is due to the alienable-inalienable distinction between
nouns.
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(49) MoodP

P

DP Mood'
|

Subj; Mood AspectP
I

Mood DP Aspect'
|
Obj; Aspect vP
|

Verb+Aspect DP VP
I

t.

1

DP \%
| |
tj ty

Although Seidl focuses more on consonant mutation and is not very explicit
about the phase analysis for tone sandhi, we must conclude from the syntactic
structure in (49) that the subject, the object, and the verb are not in a phase (vP),
and that therefore they are in separate domains for the application of M-rules,
which operate on phases. In order to account for mutation domains, Seidl suggests
an analysis in which mutation is caused by a case marker on the initial consonant of
a following word in the same maximal projection. She argues that these case
markers are non-segmental and are associated with the possessor in (46) and
(47b) or the object pronoun in (47a), and posits the existence of a rebracketing
process of the case marker or clitic with a following word (with the head noun in
(46) and (47b) and with the verb in (474)). This rebracketing takes place at
Morphological Structure, the level of representation proposed by the theory of
Distributed Morphology, which Seidl assumes. That is, the rebracketing takes place
after all syntactic operations have taken place. The following scheme is slightly
adapted from Seidl (2001: 28):

(50) [(...XO%case)y, w(X0...)]yp — [(...X0), . (case+X°...)]yp

Interestingly, consonant mutation has lexical exceptions, whereas tone sandhi
does not. Seidl attributes this intriguing difference to the different nature of the
rules. Mutation applies after rebracketing—after Morphological Structure—
whereas tone sandhi applies at an earlier level, in syntax, before rebracketing and
similar Morphological Structure processes take place. What she means is that
consonant mutation applies at the P-parse, in the phonological component after
Morphological Structure, where, according to the theory of Distributed Morph-
ology, Vocabulary Insertion and all morphophonological operations take place; the
phonological processes operating at this level may therefore be sensitive to lexical
idiosyncrasies. On the other hand, tone sandhi is an M-rule, applying at a purely
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syntactic or morphosyntactic representation, at what Seidl calls the M-parse, so it is
not subject to lexical idiosyncrasies.

In Luganda and Yoruba there are violations of the principle of layeredness, that
is, there are overlapping domains for different rules. In Luganda, the domain for
high-tone plateauing (HP) can be identical to, or smaller or larger than, the
domain for vowel shortening (VS) (Seidl 2001: 46—51). Along the lines of her
proposal for Mende, Seidl argues that HP is an M-rule applying in the »P phase,
and that VS is a P-rule applying at a later stage, after morphological rebracketing of
enclitics with the verb. The difference in levels of application is associated with the
fact that VS is sensitive to speech rate, as the rebracketing applies only in fast
speech.

In Yoruba, a tonal OCP-rule changing a H tone to mid when preceded by
another H tone operates between a verb and an object enclitic but not between a
verb and a nominal or verbal stem. On the other hand, regressive ATR harmony
applies between a subject proclitic and a verb but not between a verb and an enclitic
(Seidl 2001: 51—4). Thus, both rules apply in the clitic group or the prosodic word
but have overlapping domains. This situation is represented in (51); curly brackets
indicate ATR harmony domains and round brackets, tonal OCP domains.

(51) a. {0 (ké} wd) — Okdwa
he taught us

b. {o (lé} wa) — 6léwa
he chased us

Seidl’s solution for this paradox is that the tone rule is an M-rule applying in the
vP phase (affecting the verb and its object), and ATR harmony is a P-rule applying
between a clitic and a host on a post-merger structure which places together a
subject proclitic and the verb.

Seidl also criticizes the PHT for its inability to predict the correct domains of
application of certain rules. For instance, she shows that Truckenbrodt’s (1995,
1999) analysis for Kimatuumbi vowel shortening sketched above runs into prob-
lems once a detailed syntactic analysis of this language is considered. Recall that
Truckenbrodt accounts for the domain of application of VS by having the con-
straints ALIGN-XP,R and WraP-XP ranked high, so that a right-edge boundary is
inserted between an indirect object and a direct object, for instance, with a
recursive phonological phrase boundary wrapping the VP (see (52)). The relative
ranking of ALigGN-XP,R and WRrap-XP higher than NonNrEc produces the sche-
matic phrasing for a sentence such as (38¢), repeated as (53), with a verb followed
by an indirect object and a direct object:12

(52) ((VNP)o NP)o

12 The absence of a left boundary on the second NP is due to the low ranking of ALiGN-XP,L.
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(53) [naampéi  [kikoloombe]lnp Mamboondolnplvp —  naampéi kikoloombe
Mamboondo
I-him-gave shell Mambdondo
‘T gave Mamboondo the shell.

This analysis faces a problem, however. Seidl claims that previous work on Bantu
syntax shows that the verb moves out of VP and rises to TP, and that the indirect
object is base-generated in a functional projection (Applicative Phrase). The
following structure is claimed by Seidl for this type of sentence:

(54) TP

pro;-V i nP
t; AplP
NP VP
|
10 t; NP
bo

The maximal projection containing the verb and its objects is TP, but TP is a
functional projection, and Truckenbrodt assumes that functional projections do
not need to be wrapped. The only lexical maximal projections are the indirect-
object NP and the VP. Thus, the resulting phrasing would be V(10)4(DO)g
(hence, (V)¢ (I0)p(DO)g), an incorrect output for any Bantu language.

Seidl proposes a solution, not only for Kimatuumbi, but for the two parametric
types of phrasing observed in Bantu languages in double-complement construc-
tions, (V NP NP) or (V NP) (NP).1? These two patterns correlate with different
syntactic properties: in almost all languages displaying the (V NP NP) pattern
(which Seidl calls “symmetrical languages”) the arguments and the verb move out
of their base-generated positions to specifiers of functional projections, whereas in
almost all languages displaying the (V NP) (NP) pattern (called “asymmetrical
languages”) the direct object stays in its VP-internal position. Seidl then proposes
that theta-domains are phonological domains in Bantu, or, more concretely, that at
the P-parse phonological domain boundaries are projected to the left or right edges
of theta-domains. But Seidl makes the claim that in order for theta-domains to
project boundaries, the constituent theta-marked by the head of that theta-domain
must stay in situ. The head itself may move out, as the verb does in asymmetrical
Bantu languages, but the theta-marked constituent must stay in situ. In symmet-
rical languages no argument stays in its theta-domain, where it receives a theta-role,
and thus no phonological boundary is projected in the maximal projection it
surfaces in. The resulting phrasing is therefore (V NP NP), with left and right

13 @-symbols are eliminated since Seidl argues against the PHT.
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boundaries due to default insertion of boundaries at the beginning and end of
sentences. In asymmetrical languages, on the other hand, the DO stays in its theta-
domain (the VP), and a phonological phrase boundary is projected on the left edge
of VP, deriving the (V NP) (NP) pattern.

Finally, Seidl also offers an explanation for the few symmetrical and asymmetrical
languages that differ from the most common phrasing pattern in their groups. For
instance, the (V NP) (NP) phrasing of a symmetrical language like Chaga is
explained by the covert movement of the direct object, that is, after the syntactic
derivation is sent to PF, and the (V NP NP) phrasing of an asymmetrical language
like Chichewa is explained by the parametric choice in this language for inserting
right-edge brackets at the right edge of theta-projections, that is, VP.

Overall, Seidl’s (2001) MIR theory provides an interesting alternative to the PHT,
at least to the empirical shortcomings of this theory. Apart from my previous point
that perhaps more clarity in the definition of M, would have been desirable, I could
also mention a concern that I have about the fact that MIR deals with domains
which always include more than one lexical word (phases and theta-domains) but
not smaller domains around a lexical word, with adjacent function words. Her
theory would gain much more importance if its scope were widened to deal with
that level of syntactic structure, where so many phonological processes occur. Also,
Seidl’s conclusion that prosodic constituency above the word does not exist at all
seems too strong, as her model does not offer an alternative for deriving the highest
prosodic domains such as the intonational phrase or the utterance, which surpass
theta-domains or phases.

5.5 THEORIES OF PHONOLOGICAL PHRASING
AND MULTIPLE SPELL-OUT

Assuming the minimalist theory of grammar, Dobashy (2003) and Ishihara (2003)
defend an innovative proposal, which is that phonological phrases are mapped
from syntactic phases (vP and CP) by Multiple Spell-Out. That is, as soon as a
syntactic phase is completed by the syntactic operations responsible for creating
syntactic structure, a cycle is created and Spell-Out proceeds (cf. Uriagereka 1999;
Chomsky 2000, 20014, b, among others, for arguments in favour of Multiple Spell-
Out). In the minimalist framework, the syntactic constituents that are spelled out
are the sisters of the heads of so-called “strong phases” vP and CP. The sisters of »
and C are VP and IP, respectively. Dobashy (2003) claims that Spell-Out linearizes
these constituents, that is, it assigns a certain word order within them on the basis
of asymmetric c-command relationships as in Kayne (1994): word a precedes word
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b if word a asymmetrically c-commands word b. Dobashy then argues that these
constituents (VP and IP, sisters of ¥P and CP, respectively) are also mapped as
phonological phrases in PE, without the need for reference to edges or to maximal
projections, as in the Prosodic Hierarchy Theory.14 In a schematic sentence such as
(55), first the sister of v is mapped, and then the sister of C. This would leave the

>

phonological phrases (or “p-phrases”, in Dobashy’s terminology) in (56).
(55) [cp Clip SUbj Infl [,p XP v [yp V Ob]]]]]

(56) a. Spell-Out sister of v: ¢(V Obj)
b. Spell-Out sister of C: ¢(Subj Infl XP »)

However, Dobashy points out that a problem arises when trying to linearize the
two constituents. Linearization works on asymmetrical c-command relationships,
but the first constituent (V Obj) is not available to future operations of lineariza-
tion after it is spelled out in a previous cycle, and thus the constituent (Subj Infl XP
v) cannot be linearized with anything. In order to solve this problem, Dobashy
assumes that the first element in a constituent that is linearized is not mapped as
part of the p-phrase and is left for future Spell-Out operations that linearize strings.
Thus, from (55), V would not be mapped as part of the p-phrase that contains the
object, so that it can be computed in the linearization process that produces the
linear order between the sister of C and the string that has been spelled out earlier,
that is, the sister of v. Considering (55) again, the operations of linearization and
mapping to phonological constituency would work as follows (for details on
linearization, see chapter 1 of Dobashy 2003):

(57) a. Spell-Out sister of v

Linear order: V « Obj
Mapping to ®: Obj
In ®: (Obj)a

b. Spell-Out sister of C
Linearization of c-command domain of v: v «V
Linearization of c-command domain of Infl: Infl « XP « v

Linearization of the rest: Subj « Infl

Linear order: Subj « Infl « XP « v « V
Mapping to ®: Infl « XP « v « V

In ®: (Infl « XP « v « V)¢ (Obj)o

14 Tt should be added that Dobashy follows Chomsky (2001b) in assuming that DP is also a phase.
Due to space limitations we will not consider examples involving DPs here, but the reader is referred
to chapter 3 in Dobashy (2003). On the other hand, it should be pointed out that Ishihara (2003)
differs from Dobashy in proposing that it is the phase itself that is spelled out, rather than the sister of
the head of a phase. However, in this section we will review only Dobashy’s model, due to space
limitations and to the fact that Ishihara’s work is focused exclusively on phrasing of wh-questions in
Japanese, not on more general data bearing on the issue that concerns the present chapter, that is, the
issue of how syntactic structure determines domains that are revelant for segmental phonology.
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¢. Spell-Out Root
Linearization of c-command domain of C: C « Subj
Mapping to P: Subj
In ®: (Subj)g (Infl « XP «
v « V)¢ (Obj)o

As aresult, from the syntactic structure in (55) the following p-structure is created
(Dobashy assumes that C is mapped together with the subject in one p-phrase):

As Dobashy points out, this is the prediction for phonological phrasing that the
Relation-Based Approach to prosodic theory makes, from a sentence consisting of a
subject, a verb, and an object. Thus, something commendable about a theory of
syntax—phonology mapping based on Multiple Spell-Out is that it can derive phono-
logical phrasing based on syntactic constituents that exist independently as part of
general grammar, that is, as the material that is sent by Spell-Out to the phonological
component (sisters of the head of a phase). Dobashy claims that the advantage of this
theory is that there is no need to make reference to notions such as maximal
projections or recursive and non-recursive sides, as stated in (17) in section 5.3.1.

Of course, (S)p(V)p(O)g is not the only phrasing pattern in an SVO language.
These are other choices mentioned by Dobashy (2003: 38):

(59) Italian: (S)e (V)o (O)g or (S)a (VO)g if O is non-branching.
Kimatuumbi: (S)¢ (VO)o
Kinyambo: (S) (VO)g or (S V O)g if S is non-branching.

The option that some languages may display for incorporating a syntactically
non-branching object into the phonological phrase containing the verb, in a
process known as restructuring, is included in the parameters for phonological
phrasing in the Relation-Based Approach (see (17)). Dobashy also assumes the
process of restructuring, but parameterizes it as restructuring to the left (the case of
the object in Italian) or to the right (the case of the subject in Kinyambo). As for
the phrasing (S)(VO)g, Dobashy claims that it is due to the raising of the verb to
Infl in Bantu languages and to the raising of the object NP to Spec of vP.

5.6 PRECOMPILED PHRASAL PHONOLOGY

The main idea in Hayes’s (1990) Precompilation Theory is that all rules applying
across words whose structural description refers to syntactic labels and categories
(such as the vowel-deletion rules of Greek and verb-final vowel deletion in Italian
mentioned in section 5.2) do not belong to the postlexical component but to the
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lexical component, and should be considered as rules of phrasal allomorphy. The
lexicon is viewed as including a set of phrasal allomorphs for every word, generated
by lexical phonological rules. Each of these allomorphs is marked to surface in
certain syntactic contexts, encoded by means of phonological instantiation frames.
Hayes illustrates this proposal through the rule of Hausa final-vowel shortening, a
process where final long vowels of verbs appear as short when the verb precedes a full
NP direct object; see (60).

(60) a. na: kama:
I have-caught
‘T have caught (it).

v/

b. na: kama: s
I have-caught it
‘T have caught it.

c. na: kama ki:fi:
I  have-caught fish
‘T have caught a fish’

d. na: ka:ma: wa  Misa:  kifi:
I  have-caught prt. Musa fish
‘T have caught Musa a fish.

Only in (60c¢) does the final long vowel of the verb ka:ma: appear as short, that is,
when followed by a full NP direct object. In all other contexts the vowel appears as
long. This distribution would be captured by assuming that the two allomorphs of
the verb kd:ma: are ka:ma: and ka:ma, and that the rule of vowel shortening refers
to this phonological instantiation frame, generating the allomorph with the short
vowel. The longer form is inserted elsewhere. The vowel-shortening rule would be
formalized as in (61).

(61) V:— v/ [ oo _] [Frame 1]
Frame 1: / [yp ___ NP...], NP non-pronominal

Other cases that Precompilation Theory can deal with is the a/an alternation of
the indefinite determiner in English, as it affects just this particular syntactic
category, and the alternation that the Spanish feminine definite determiner shows
between el and la (i.e. el before nouns whose initial vowel is stressed, la elsewhere).

Precompilation Theory is suitable as a model of phrasal allomorphy, for phono-
logical processes that are sensitive to syntactic or morphological category infor-
mation, rather than category-blind processes such as those that the theories
reviewed so far occupy themselves with. However, Hayes makes a strong claim,
which is that all phrasal rules can be accounted for by the Prosodic Hierachy
Theory, and those which are directly sensitive to syntactic information and cannot
be handled by the PHT are precompiled rules. Both of these claims would be
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rejected by Seidl’s MIR model, for instance. Seidl argues that the domains of
application of post-syntactic phonological rules are not defined by the PHT, and
her theory also contains rules which apply on a level which maintains almost all
syntactic information, the Morphosyntactic Representation. Her M-rules, applying
at M, are not precompiled rules in Hayes’s sense.

In the next section I present data that pose a challenge to the proposals
for phonological domain formation that have been surveyed so far, which thus
suggests that the nature of the syntax—phonology interface is more complex than
hitherto assumed.

5.7 PHONOLOGICAL DOMAINS DERIVED
FROM MORPHOSYNTACTIC
FEATURE-CHECKING RELATIONSHIPS

5.7.1 Distribution

Elordieta (1997, 1999) presents a process of vowel assimilation (VA henceforth) in
Lekeitio Basque (henceforth LB), by which a syllable-initial vowel assimilates in all
its features to an immediately preceding syllable-final vowel. This process is
optional and it applies in colloquial speech. In nominal contexts, it only applies
between the final vowel of a noun or adjective and the initial vowel of a following
inflectional head (a determiner or case marker) attached as a suffix. It does not
apply across members of compounds, or between a noun and an adjective. This is
illustrated in (62), where for each of the underlying forms in the left-hand column
two alternative outputs can be obtained. The form on the left represents the surface
representation without vowel assimilation having applied, and the right-hand
column contains the surface representation with the application of vowel assimi-
lation. The stem-final vowels in the output forms are always high, due to the
application of a process of vowel raising (VR henceforth), which raises a stem-final
non-high vowel when immediately followed by a vowel-initial suffix (a, e > i; 0 >
u). Syllable boundaries are indicated by dots:"*®

15 Nominal inflection in Basque is morphologically attached to the last word of the last constituent
of the Noun Phrase, not to every constituent contained in it. Thus, when a noun is followed by an
adjective, the determiner and case markers or postpositions will be added to the adjective, the noun
remaining in its bare uninflected form. There is a distinction in the plural determiner between locative
and non-locative cases: -a is the singular determiner, -ak is the plural determiner, and -eta is the plural
determiner for locative cases.

16 Acute marks indicate that the syllable on top of which they are positioned is stressed. See Hualde
et al. (1994), Hualde (1999) for more information on how accent is assigned in Lekeitio Basque.
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(62) a. /orma-a/ or.mi.a or.mi.i
wall-DET.SG
‘the wall’
b. /baso-ak/ ba.su.ak ba.su.uk

forest-DET.PL
‘the forests’

c. /seme-a-ri/ se.mi.a.ri se.mi.i.ri
SON-DET.SG-DAT
‘to the son’

d. lume-en/ u.mi.en u.mi.in
child-GenN.rPL

‘of the children’

e. /ortu-eta-tik/ or.tu.e.ta.tik or.tu.uta.tik
garden-DET.PL-ABL
‘from the gardens’

f. Ipolisi gaixto-ak-kin/ polisi gaix.tu.d.kin  polisi gaix.tu.i.kin
policeman bad-DET.PL-SOC
‘with bad policemen’

Derivational morphemes are consonant-initial in LB, so it is not possible to test
their behaviour with respect to VA. VA may also apply in underived domains, that is,
roots, although the application of the rule seems to be lexically determined (cf. bi.ar,
bi.ir ‘to need), si.es.ta, si.is.ta ‘nap) but si.ar, *si.ir ‘through’, bi.d.je, *bi.i.je ‘trip’).

The rule of VA does not apply between two members of a compound or across
words. See (63) and (64), respectively:

(63) a. /buru-andi/  buruandi *buruiindi
head-big
‘big-headed’

b. /soro-antz/ soréantz *soréontz
mad-look
‘mad look, aspect’

(64) a. seru asula seru asula *seru usula
sky blue
‘blue sky’

b. etxe andidxa etxe andidxa *etxe endidxa
house big
‘big house’

In verbal contexts, VA applies between the final vowel of a verb and the following
initial vowel of an inflected auxiliary. The lexical verb is inflected for aspect;
inflected auxiliaries are formed by the amalgamation of agreement markers and
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tense and mood morphemes with the roots of auxiliary verbs. Most forms in the
verbal paradigm of LB present an initial consonant, but past-tense verbal forms
with a third person ergative marker begin with the vowel /e/ (glossed in the
examples as a non-present morpheme, non-pres). In this context, no rising of the
final vowel of the lexical verb occurs, as VR is restricted to morphological concat-
enation, that is, nominal inflection. As the examples in (65) show, inflected
auxiliaries form a separate word from the participial verb.

(65) a. /dxo e-ba-n/ dxo eban dxo oban
hit 3ERG.-NONPRES-ROOT -PAST
‘(S)he hit him/her/it.

b. /galdu e-ba-s-an/  galdu ebasan  galdu ubasan
lose 3ERG-NONPRES-ROOT-3ABS.PL-PAST
‘(S)he lost them.

c. likasi e-b-e-n/ ikasi ében ikasi iben
learn 3ERG-NONPRES-ROOT.-ERG.PL-PAST
‘They learnt it

d. /atrapa e-b-e-s-en/ atrapa ebésen atrapa abésen
catch 3ERG-NONPRES-ROOT-ERG.PL-3ABS.PL-PAST
‘They caught them.

VA does not apply, however, between a lexical verb and a causative verb, eraifi,
which in linear sequence appears between the lexical verb and the inflected
auxiliary:

(66) altza eraifi dotzat *altza araini
rise make
‘T have made him/her stand up.

There are two modal particles which constitute independent syntactic heads and
that may intervene between the lexical verb and the inflected auxiliary. Their basic
semantic function is to express epistemic attitudes of the speaker concerning the
existence or nonexistence of the state of affairs identified by other elements in the
sentence. The modal particle ete appears in interrogative and exclamative sen-
tences, and conveys a meaning of wondering, uncertainty, doubt, suspicion, on the
part of the speaker about the event expressed in the sentence, and ei indicates that
what is being expressed in the sentence has been reported by other people and that
the speaker cannot fully assure the veracity of the event denoted by the proposition.
I call the particles ete and ei “dubitative” and “evidential”, respectively. No VA
occurs between a lexical verb and these particles:

(67) a. etorri ete  diras? *etorri ite diras?
come DUB AUX
‘T wonder whether they have come’
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b. atrapa ei dosu *atrapa ai dosu
catch EVID AUX
‘It is reported/said that you have caught it.

In adverbial non-finite clauses, the verb appears followed by a subordinating
conjunction. No VA applies between these elements either:

(68) a. ekarri arren *ekarri irren
bring despite
b. konpondu  esik *konpondu usik

fix unless
¢. amaitxu arte *amaitxu Urte
finish until

VA does not occur across any other two words, such as an object and a verb, a
subject and a verb, or two objects:

(69) a. arrania erosi dau *arrafia arosi dau
fish  buy aux
‘(S)he has bought fish.

b. laguna etorri da *laguna atorri da
friend come Aux
‘The friend has come.

c. amumari erregalua ein dotzagu *amumari irregaltia ein dotzagu
grandmother-paT present-aBs make AUx
‘We have made (i.e. bought and given) a present for grandmother’

An important distributional generalization arises, then: VA applies only between
lexical heads and following elements realizing inflectional features, such as deter-
miners and inflected auxiliaries. The syntactic and prosodic nature of the elements
that can and cannot be subject to the process unveils serious problems for the
different theories of phrasal and prosodic phonology in order to account for
phenomena of this type.

5.7.2 Challenges for Theories of Phrasal and Prosodic
Phonology

The rule of VA presents a problem for its classification as a lexical or postlexical
rule, following the assumptions of classical lexical phonology. VA cannot be a
lexical rule, since it applies across words (i.e. between a verb and its inflection), it
may apply in non-derived environments, and is an optional rule depending on
register and speech rate. However, VA is not a post-lexical rule in the classical sense,
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applying across the board, as its context of application is syntactically constrained.
Moreover, in the case of nominal roots it may have lexical exceptions, a property
recognized for lexical rules. Thus, it would look more like an M-rule in the MIR
model, although it will be shown below that it cannot be classified as such.

I will now turn to the challenges that VA poses for the different theories of
phrasal phonology reviewed so far, starting with the DRT, which argues that c-
command relationships and edge locations can define contexts of application of
phonological rules. The syntactic structure of the Basque sentence is still a matter
of debate, as syntacticians do not agree on whether Basque is a right- or left-headed
language or on the nature of head movement. On the one hand, some generative
grammarians have been assuming head-final structures for this language, following
descriptive observations that heads follow their complements across all or almost
all categories (see Ortiz de Urbina 1989, 1994, 1995; Laka 1990; Albizu 1991, 1992;
Artiagoitia 1992; Arregi 2003, 2004). On the other hand, some researchers have
posited a left-headed structure (Ormazabal et al. 1994; G. Elordieta 1997; Haddican
2004). And still others have assumed a bi-directional structure, right-headed for
lexical projections and left-headed for functional projections (A. Elordieta 2001).
However, in all these proposals, the c-command relationship between a lexical verb
and a modal particle or causative verb in affirmative clauses is the same as the c-
command relationship between a lexical verb and an inflected auxiliary. In some
proposals, head-to-head incorporation is assumed from the verb to a modal and
then to the auxiliary, both in right- and left-headed structures (Ortiz de Urbina
1989, 1994, 1995; Albizu 1991; G. Elordieta 1997; A. Elordieta 2001), creating a
complex head. The structures that result after participial verb movement to
the inflected auxiliary (abbreviated as T), a modal particle and a causative are
schematized in (70). Intermediate heads and projections such as v, Aspect and
Auxiliary are omitted for reasons of simplification, and Agreement is subsumed
under T:

(70) T Mod Veaus

N

\% T \% Mod \ Veaus

In other proposals all heads stay in situ and thus a modal particle c-commands
a lexical verb the same way an inflected auxiliary c-commands the verb in
the absence of a modal (Laka 1990; Artiagoitia 1992; Arregi 2003, 2004).17 The
structures in (71) represent right-headed structures assumed by these researchers:

17 Artiagoitia (1992) assumes a left-headed IP, which merges at PF to the right of the lexical verb.
Arregi (2003, 2004) also assumes merging between Vand T at MS. Finally, Haddican (2004) defends a
left-headed structure and argues that the modal particle and the auxiliary stay in situ and they are both
c-commanded by the lexical verb, which rises (together with VP) to a higher projection, Polarity
Phrase.
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A% T ModP T

\Y% VP Mod

v

For the cases of a subordinating conjunction taking a non-finite clause as a
complement (see (68)) the same left- or right-headed possibilities as the ones just
mentioned could be considered.

For the Determiner Phrase similar scenarios arise. If a right-headed structure is
assumed, the NP selected by D may either stay in situ or rise to Spec of DP. In both
cases, the determiner cliticizes or merges with its NP complement at PE, or, more
correctly, with the right edge of the NP. This explains the fact that the determiner is
always attached to the rightmost word in an NP (i.e. as a phrasal clitic: see
G. Elordieta 1997).

(72) a /DP\ b. DP
Spec D’ Spec /D’\
NP D gixon argal; NP D
AN o
gixonargal -—a t; —a

If a left-headed structure is assumed, the NP complement has to rise to Spec,DP
in order to account for the surface order NP-D. In this case the same process of
cliticization would apply.

(73) DP
Spec D’
gixon argal; D/\NP
T

With these structures in mind, it seems evident that a DRT analysis of the domains
of application of VA in terms of c-command relationships and/or branching
configurations will not work, because regardless of the head parameter chosen,
the c-command relationships and branching configurations holding between the
participial verb and an inflected auxiliary, a modal particle, or a causative verb are
identical—that is to say that no distinctions can be drawn. The question could be
whether c-command is a necessary although not a sufficient condition, but it is
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clear in any case that other syntactic parameters must be invoked in order to come
up with the correct explanation.

The same problem arises for Rizzi and Savoia’s (1993) model, as of the five
parameters of syntactic government they posit, none corresponds to the relation-
ships between the heads between which VA applies. Thus, whether the head-
adjunction or the in situ analysis is considered, the government relationships are
the same in all cases between the different heads. Since both an inflected auxiliary
and a modal particle or a complementizer are functional heads, F-government does
not seem to be a solution, and neither does Agr-government in the sense of Rizzi and
Savoia, as this relationship holds only between expressions displaying morphosyn-
tactic agreement in gender and/or number, in other words, in nominal contexts.

The other model that derives phonological domains from syntactic relation-
ships, Seidl’s (2001) MIR, does not fare better. This theory cannot provide an
account of the domains of application of VA in LB, since this model is suited to
capturing phenomena that hold in phases or theta domains, which are larger than
the ones in which VA applies. On the other hand, prosodic considerations do not
help discriminate the contexts of application of VA. It cannot be argued that the
domain of application of VA is a phonological word, that is, a phonological string
that contains one primary stress and is separated from other strings that contain
their own primary stress. This is because the lexical verb and the inflected auxiliary
may each bear independent stress, and still VA applies. In the following examples,
we mark main word stress with an acute accent.

(74) a. ekarri ebésen edaridxak —  ekarri ibésen edaridxak

bring aux drinks
‘They brought the drinks.

b. saldi  ebésen etxiak —  saldi ubésen etxiak
sell AUX houses

‘The houses they sold’

Usually, clitic groups are also classified as prosodic units that contain only one
syllable with main stress, and thus the domain of application of VA cannot be the
clitic group either. The phonological phrase would be too inclusive a domain,
because it would incorrectly predict VA across the two members of a compound,
even though in compounds there is only one syllable with word stress. According to
the RBA lexical words are always contained in different phonological phrases,
unless they are modifiers (i.e. adjuncts) or specifiers of another lexical head, or
unless the parameters allowing the inclusion of the first complement of a lexical
head are selected (cf. the phonological phrase building algorithm presented in (17),
in section 5.3.1). If the assumption is considered in which a lexical verb incorporates
into a causative verb, modal particle, or inflected auxiliary, it is clear that it is not
possible to refer to recursive and non-recursive sides, or relational notions such as
modifiers, specifiers, or adjuncts, because none of these relations can apply to
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distinguish or separate the heads in the resulting structures. And if the proposals
with no incorporation are adopted (see (71)), the result is the same, as the elements
involved are all independent heads, and none of them is a specifier or adjunct.

The EBA would face the same problems. The domains determined by making
reference to left or right edges of XPs would not separate the members of a
compound noun, across which VA does not apply. And there would be no way
to distinguish the domain formed by a lexical verb and an inflected auxiliary from
the one formed by a lexical verb and a modal particle. There would be no XP
boundaries if head incorporation is assumed, and if no incorporation is assumed a
bracket would be inserted to the left or to the right of a VP in all cases. Referring to
boundaries of lexical X% would not work, either. Positing left-edge boundaries of
lexical heads would fail to explain the absence of VA between a participial verb and
a modal particle, a subordinating conjunction, or a postposition, since the latter
are not lexical categories and thus cannot be assigned a bracket on their left edge.
The EBA is based on the Principle of Categorial Invisibility of Function Words
proposed by Selkirk (1984). However, the problem of VA in Lekeitio Basque shows
that not all function words behave similarly from a prosodic point of view, even
when the syntactic configuration in which they appear is the same. Thus, we have
to conclude that VA demonstrates that the distinctions between lexical and non-
lexical categories might be richer than hitherto assumed.

The last resort for proponents of the PHT could be the theory of Precompiled
Phrasal Phonology, in the hope that the syntactic sensitivity displayed by VA could
be dealt with in this theory. A precompilation analysis of VA would force us to posit
five allomorphs for vowel-initial auxiliary verbs. There would be the basic allo-
morph with the underlying initial /e/ and allomorphs with initial /a/, /i/, /o/, and
/u/. Likewise, for each determiner we would need three allomorphs: one with the
underlying initial vowel (i.e. /a/ for the non-locative singular and plural deter-
miners, /e/ for genitive markers and locative plural determiners), and two more
with the high vowels /i/ and /u/, to be inserted after the last word in an NP ending
in /i/ or /u/. The problem with this analysis is that the theory of Precompiled
Phrasal Phonology is best suited to account for phenomena which affect and are
triggered by specific syntactic categories or morphemes. VA, however, is not a
process of this kind. It has a limited distribution, but it is not a rule that affects only
a specific morpheme or syntactic category. Saying that the rule applies to deter-
miners and auxiliaries preceded by nouns/adjectives and verbs only describes the
problem, failing to capture the generalization that only the categories realizing
inflectional features are capable of undergoing the process. This is a syntactic
regularity, not an arbitrary fact.

From this discussion it is clear then that the domain of application of VA resists
an analysis in the different theories of phrasal phonology proposed in the literature,
and that another type of phonological constituent must be sought for that corres-
ponds to the domain of occurrence of VA in Lekeitio Basque.



SEGMENTAL PHONOLOGY AND SYNTACTIC STRUCTURE 165

5.7.3 Morphosyntactic Feature Chains and Phonological
Domains

In the face of such a challenge, G. Elordieta (1997, 1999) developed an analysis based
on the distributional generalization that VA always applies between a lexical head
(noun, adjective, or verb) and a following inflectional element (determiner/case
marker and inflected auxiliary). Elordieta argues that this relationship between
lexical and inflectional heads is a reflex of the syntactic relationships of feature
checking among heads as assumed in the minimalist approach to syntax, at least in
the version of minimalism that was around at the time, which was Chomsky’s
(1995). One of the basic tenets in this theory is that formal features have to be
checked in the syntactic derivation by other formal features so as to be properly
licensed. If features are not checked, the derivation is cancelled. For example, the
nominative case feature in the subject is properly licensed if it is checked by the
nominative case-assigning feature of T, and the accusative case feature in the object
is checked by the head ». In both instances, feature checking is carried out in a
Spec—Head relationship, by raising the subject and object NPs to Spec of TP and
Spec of P, respectively.18 If the features do not match, the derivation is cancelled.
Another relationship is the one holding between the heads T and ». In Chomsky
(1995), T has V- or v-features that attract the raising of V (in v). In turn, the verb
has Tense features that need to be checked with those of T.!* Another relationship
of this kind is the one established between a Determiner (D) and the head of its NP
complement (i.e. N). As argued by Longobardi (1994), the fact that the head N rises
overtly to D in many languages constitutes evidence for this relationship; the head
D attracts the categorial feature [N] to check the [ +R] (referential) feature of D.
Other authors have argued more recently that the overt realization of agreement or
concord in phi-features between a determiner, a noun, and an adjective in a DP in
some languages means that an operation that checks or values phi-features takes
place among these heads (see Pesetsky and Torrego 2001).

18 Recent developments of the minimalist theory after Elordieta (1997) have abandoned the idea
that T or » have Case features, and that only DPs have uninterpretable Case features (in D or N) that
need to be valued and deleted in Spec of TP and Spec of vP (cf. Chomsky 20014, b). For Pesetsky and
Torrego (2001, 2004), nominative Case is an uninterpretable T feature on D which must be valued by T
itself. What matters for the purposes of the discussion is that feature-checking—valuation relationships
between DPs (or D/N) and T and v are still assumed.

19 The argument in Chomsky (1995) that the head Tense has a V-feature would have to be revised if
Chomsky’s (2000) suggestion that categorial features may not exist is correct (following ideas that
categorial information arises configurationally, based on the syntactic context in which bare roots are
inserted; cf., among others, Marantz 1997). Other authors, however, still defend the existence of categorial
features and their participation in operations of feature checking or feature valuation, i.e. the operation
Agree (cf. Matushansky 2005, 2006; Rezac 2004; Jouitteau 2005). Irrespective of how this debate is settled,
it seems clear that the existence of a syntactic relationship between the features in the heads Tand v/V is
still commonly assumed. For instance, Pesetsky and Torrego (2004) argue that the relationship between
the head Tense and the head v (and V) consists in the presence of an interpretable unvalued T-feature in
Tense, which needs to be valued by the uninterpretable valued T-feature in V (which rises to v).
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The heads D and T are precisely those that participate in VA with nominal
expressions and verbs, respectively. G. Elordieta (1997) (cf. also G. Elordieta 1999)
points out that this parallelism is not coincidental; D and T are the inflectional
heads that enter in checking relationships with N and V and participate in VA
processes with them. Elordieta argues that this link between a close degree of
morphosyntactic cohesion as defined in feature checking terms and a close degree
of phonological cohesion is part of Universal Grammar, and some languages may
instantiate these domains in the phonological component. The main claim is that
the relationships of feature checking established among features in syntactic heads
are primitive relationships of feature chains, following ideas of Zubizarreta and
Vergnaud (1997). That is, the heads containing those features involved in feature
checking relationships would constitute the feature chains {C, T}, {T, v}, {T, D}, {v,
D} and {D, N}.20 The feature chain {C, T} is observable in the rising of inflectional
heads in T to C in questions or focus constructions. The chain {T, v} is established
by the relationship between the heads T and v/V as discussed above. The chain {T,
D} stands for the relationship between T and a subject DP, such as checking of
Nominative Case or of the phi-features of the Subject DP, which would be in D and
in T. The chain {v, D} is determined by the relationship between v and the head D
of the object DP, as in the assignment of Accusative case or the checking of phi-
features of the object. And the chain {D, N} stands for the relationship between the
determiner and the noun in a DP (checking of features of referentiality or specifi-
city, or checking of phi-features).

Zubizarreta and Vergnaud (1997) claim that these pairs are primitive entities of
grammar, as they express the objectively inescapable fact that in grammar there are
formal features contained in heads that are related to formal features on another
head. Although this relationship is expressed in minimalist terms as movement
operations of feature checking, Zubizarreta and Vergnaud argue that it is not the
operation of feature checking itself that expresses a primitive relation in grammar,
but the chains themselves. In their theory, these chains are independent of phrase
structure, although coexistent with it. They are present throughout the syntactic
derivation, up to the moment it is sent to the PF and LF interface levels.

The sets of formal features of these pairs of heads are in a strictly local con-
figuration, by forming a complex X° or by being in a Spec—-Head or Head-
Complement configuration. These three possibilities are schematically represented
by the heads X and Y in (75a—c), respectively.2!

20 G. Elordieta (1997) also includes the chain {P, D}, to refer to the relationship between an
adposition and a determiner. P assigns Case to the DP complement; an uninterpretable Case
feature in D would therefore need to be checked by P.

21 Chomsky (2000) holds the view that head-movement operations occur in PF, after the syntactic
derivation has been spelled out. However, Matushansky (2005, 2006) offers convincing arguments that
show that head movement is syntactic in nature.
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(75) a. X . YP c XP
Y X XP Y’ X YP
| | AN
X Y Y 7P

These chains are objects at LF and PF, where they must receive an interpretation.
Turning our attention to PFE, the relevant interface level for our purposes, the idea
in the framework of Zubizarreta and Vergnaud is that the chains presented above
are primitive entities of grammar, and that they are units for morphosyntactic
mapping. The main idea defended by G. Elordieta (1997, 1999) is that the cohesion
of feature chains is represented or made visible in other components of grammar,
namely that this syntactic cohesion is reflected in the components of grammar
where heads and their features are spelled out. The morphemes realizing the heads
in feature chains form phonological constituents, and as such, certain phonological
processes may be specified to apply in them. In G. Elordieta (1997, 1999) it was
proposed that these phonological constituents could not be identical to phono-
logical or prosodic words, as a lexical verb and an inflected auxiliary may each bear
their own stress (cf. (74)). Hence, it was suggested that feature chains were not
directly mapped to phonological structure but to an intermediate structure, the
level of Morphological Structure (MS), argued for in the theory of Distributed
Morphology. From MS, feature chains would be mapped into the phonological
component proper as constituents or domains where phonological processes may
apply. This is how PF inherits domains which do not look prosodic. That is, in
addition to domains formed at PF by prosodic properties of morphemes, PF
also contains constituents which are mapped from this intermediate component
between syntax and PF. The claim is that feature chains are realized or represented
at the level of MS as morphosyntactic units, which we call MS-words, if the heads
are spelled out linearly adjacent. The conditions on MS-word formation are stated

in (76).
(76) Conditions on MS-word formation

Two overtly realized heads will form an MS-word if:

a. the heads form a morphosyntactic feature chain, and

b. the heads are spelled out linearly adjacent, either as a resut of incorpor-
ation, or by being spelled out in linearly adjacent heads (i.e. in a Spec—
Head or in a Head—Complement configuration; see. (755, ¢)).

Another argument for positing MS as a level where constituents formed by
morphosyntactic feature checking operations are represented is the fact that at
this level there are morphological operations holding between X°s (merger, fusion,
fission; cf. e.g. Marantz 1988; Bonet 1991; Noyer 1992; Halle and Marantz 1993, 1994,
which may affect the morphological output of the syntactic string.
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A similar idea was expressed more recently in Epstein and Seely (2002). After
questioning the theoretical validity of the proposal that phases are the syntactic
domains that are spelled out to PF, these authors argue that each and every
syntactic object resulting from an operation of feature valuation (or feature
checking, in Chomsky’s 1995 and G. Elordieta’s 1997, 1999 terms) is mapped or
spelled out to the interface levels PF and LF. That is, the syntactic object formed by
two heads whose features enter in a feature valuation operation are mapped to the
interface levels. Thus, the heads forming the feature chains in Elordieta’s proposal
would be cyclically or iteratively spelled out as syntactic objects (MS-words) to PF,
where they would then constitute a phonological domain.

The schematic derivations in (77) for the chains {T, v} and {D, N} illustrate this
idea. In the syntactic component two steps are reflected, one in which the feature
chain is represented as an input in the syntactic structure, and one in which the
linear order between heads is realized, before the syntactic derivation is spelled out
to MS and PF. In Basque, the lexical verb occurs to the left of the inflected auxiliary,
and the noun appears to the left of the determiner. The possible syntactic configura-
tions that give rise to these relative orders were discussed above. In all of them the
locality conditions between heads are met. For the sequence v/V-T, there is either
incorporation of Vto v to T, as in (70), or a Head—Complement relation between T
and v, as in (71). For the sequence N-D, either a Head—Complement configuration
can be postulated, as in (724), or a Spec—Head configuration, as in (72b), (73).22

(77) a Syntax {T, v} b. Syntax {D, N}
d \2
{VIVT} {N D}
Spell-Out / Spell-Out /
MS [V T] Ms-word MS [NJ,D] MS-word
PF [VT] PF (ND]

The proposal in G. Elordieta (1997, 1999) is that these MS-words are interpreted in
the phonological component (PF) as phonological constituents or domains, where
certain phonological processes may be specified to apply. As shown by the fact that
verbs and inflected auxiliaries in Basque may have independent primary stresses, the
domains corresponding to MS-words need not coincide with prosodic domains,
such as the prosodic word, the clitic group, or the phonological phrase. In fact, the
case of Basque shows the coexistence of two types of domain: on the one hand, the
verb and the auxiliary form one MS-word—one phonological domain, therefore—
for certain rule applications such as VA, and on the other hand they form two

22 Elordieta does not assign labels to the constituents at PF whose sources are MS-words, in part
because of lack of proper terminology. They could be called PE-words, but this term should not be
confused with the notion of Phonological Words, used in the Prosodic Phonology literature as a
synonym of Prosodic Word.
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prosodic words. The domain of application of VA in Lekeitio Basque would then be
the phonological constituents formed by the MS-words [V T] and [N D].

With this analysis, the fact that VA does not occur between two lexical categories
can be explained. There is no feature chain involving two lexical categories, and thus
two adjacent lexical heads are not mapped as one MS-word, but as separate ones.
Hence, they do not fall in the same constituent that is visible at PF. On the other hand,
the relationship between a participial verb and a causative verb, a subordinating
conjunction, or amodal particle is not a feature chain relationship; the verb does not
check tense features or any other feature in the modal particle or the causative verb.
These heads do not possess features that the verb also possesses and has to check.
Thus, the heads realizing those syntactic nodes are not mapped as part of the same
MS-word and hence cannot form a domain where VA is specified to apply. The same
analysis would apply to compounds. Interestingly, the case of compounds is the
opposite of the one involving a verb and an inflected auxiliary: compounds only
display one word accent but they are not a domain for VA, whereas a verb and its
inflection may have one accent each and together they do form a domain for VA. In
particular, from the data presented, we have to conclude that there exist other sources
for phonological constituency apart from prosodic properties.

It should be pointed out that the details of the feature relationships between
heads advocated in G. Elordieta’s (1997, 1999) proposal would have to be revised
and updated in accordance with developments in the minimalist framework. For
instance, the operations of feature checking and the operation Attract-F(eature)
that Elordieta assumes (following Chomsky 1995) would have to be interpreted in
terms of the operations of feature valuation and Agree: unvalued features in probes
seek goals with valued features that can assign or share their value with them. But
the spirit of the relationship between features in heads is still the same. The pairs of
heads (more accurately, the pairs of features in those heads) involved in feature
valuation remain identical (cf. notes 18 and 19).

Elordieta (1997, 1999) presents other phenomena that pose challenges for the PHT
but can receive an account in his alternative model: ATR harmony in Igbo, French
liaison, and Irish initial-consonant mutation. For reasons of space, we cannot review
these data here; instead, we refer the reader to the original sources. One important
thing to bear in mind is that not all languages are expected to reflect the mapping
from feature chains to phonological domains empirically. Not all languages need to
have processes that apply in such domains, in the same way that not all languages
have phonological processes that apply to prosodic domains. It is a mapping that is
encoded in Universal Grammar, but in order for it to have any observable effects, the
phonological process that selects the phonological constituent so formed has to exist
in the first place. Not all languages are rich in phonological processes applying
between morphemes or words. Related to this point is the question of whether the
inventory of feature chains can be delimited effectively to a finite taxonomy, after a
closer look at the different phonological processes of this type (it might be the case
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that not all feature checking relationships are visible at PF, as Gillian Ramchand
points out to me). This is an empirical issue that awaits further study.

The advantages of Elordieta’s (1997, 1999) proposal would be threefold. First, it
offers a principled explanation for the Principle of the Categorial Invisibility of
Function Words (PCI), that is, for the stipulation that functional categories are
included in the same prosodic constituent with lexical categories. Secondly, it
provides a way of understanding the descriptive observations that Hale and Selkirk
(1987) unveil (see (37b) and (35b) above), namely, the absence of cases in head-final
languages in which a functional category forms a prosodic constituent with the
adjacent lexical head it is not associated syntactically with (the word to its right),
and the very few instances among head-initial languages in which a functional
category forms a prosodic constituent with the adjacent lexical head it is not
lexically associated with (the word to its left). Third, the theory just described
returns to a notion that already exists independently in the grammar, such as
feature-checking relationships. DRT models based on c-command and F- or Agr-
government relationships also have the advantage of resorting to structural notions
that are present in the syntactic derivation already, but the model in Elordieta
(1997, 1999) refines these ideas in a more restrictive system. This third aspect is also
shared with other approaches that advocate the relevance of syntactic relationships
in the creation of phonological constituency at a level that would contain more
than one lexical head, such as Dobashy’s and Seidl’s models. Indeed, perhaps these
proposals could be integrated as part of the same theory of the syntax—phonology
interface, Elordieta’s proposal being a model of the “lower” part (p-words) and
Dobashy’s being a model of the higher constituents (p-phrases). This is an im-
portant possibility that deserves to be pursued.

5.8 CONCLUDING REMARKS

In this chapter I have tried to show that in language there may be other sources for
phonological constituency apart from the one assumed in the widely known PHT.
Seidl’s (2001) MIR, Dobashy’s (2003) theory on Multiple Spell-Out and phases, and
Elordieta’s (1997) feature-chain mapping analysis point to three possibilities to be
considered when compared with the assumptions in the PHT. One possibility
would be that the prosodic structure building algorithms proposed by the PHT
(described in section 5.3) could be revised to accommodate the data and problems
raised in the work mentioned here, rendering the need for these alternative theories
vacuous. A second possibility would be to adopt the opposite position, namely,
that the PHT should be abandoned. The third possibility would be that two types
of phonological constituency coexist, one of them as envisioned by the PHT
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and another one as devised by the proponents of a more “syntactic” type of
constituency.

Seidl’s objections to the PHT and the evidence presented in the previous section
from Elordieta’s work indicate that the first possibility is not a very likely scenario.
As for the second possibility, it might be too soon to adopt it. Alternative theories
such as Seidl’s MIR or Dobashy’s model of mapping of phases do not say anything
about the word level or the different possibilities arising between a word and an
adjacent functional category, or higher domains such as the intonational phrase or
the utterance. As for Elordieta’s (1997, 1999) feature-chain mapping proposal,
ideally it would have to be assumed that such a mapping is encoded in Universal
Grammar and is not language-dependent, but it is important to raise a cautionary
note: not all languages should be expected to reflect the mapping between MS-
words and PF domains overtly, or to be more exact, the feature chain proposal
should not be taken to mean that prosodic constituency as derived by the RBA or
the EBA of the PHT is proven not to exist. On the one hand, the feature chain
mapping proposal does not extend to higher prosodic domains such as the
intonational phrase or the utterance. On the other hand, further work is needed
in order to see whether all the phenomena accounted for by the PHT can be
successfully reinterpreted in the feature chain-based model. Indeed, Elordieta
(1999) suggests that although French liaison could be treated more satisfactorily
through the feature chain alternative, certain residual data can be explained by
making reference to clitic-hood. Also, the fact that the lexical verb and the inflected
auxiliary in Basque may bear independent word prominence suggests that they are
independent prosodic words (i.e. they have boundaries that are visible for prosodic
interpretation), although they constitute one single domain for the application of
VA and function like the domain formed by a noun or adjective and a suffixed
determiner. Thus, it might be that the third possible scenario is real, that is, that
there are two possible ways of deriving phonological constituency, one as devised
in Elordieta’s (or Dobashy’s) model and one as devised in the PHT.

If the existence of the PHT were proved to be true, one interpretation of the
availability of two strategies for mapping phonological constituents from syntactic
structure could be that the creation of phonological constituency in PHT terms is a
development that simplifies the creation of phonological constituency. In the
feature chain mapping, some functional categories form phonological domains
with the lexical heads they are syntactically related to and others do not. Whether
they form one unit depends on whether they are related in a feature chain. Some
languages may have chosen to simplify the mapping from syntax to phonology, so
that all functional categories form phonological domains with the lexical heads
they select. Intuitively, it seems as if the mapping is simpler. Additional research is
necessary in order to elucidate the role that each theory plays in each language, so
that a fuller understanding of the mapping between syntax, morphology, and
phonology is obtained. It is hoped that the discussion in this chapter has demon-
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strated the need for such work and has pointed to the directions or avenues to be
taken.
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CHAPTER 6

STRUCTURED
EVENTS,
STRUCTURED
DISCOURSE

SARA THOMAS ROSEN

6.1 INTRODUCTION: ARGUMENT
INTERPRETATION

Standard syntactic theories have generally assumed that case and agreement are
somehow implicated in argument licensing. I will suggest that while this is true for
some languages, other languages license arguments through the discourse projec-
tions residing in the CP layer. This chapter considers the organization and licensing
of arguments in the syntax across widely disparate languages and argues (i) that
argument placement, licensing, and interpretation are fundamentally syntactic,
and (ii) that languages differ in whether argument licensing is determined by the
functional projections dedicated to case and agreement (in the TP layer), or

The ideas presented in this chapter were developed with Elizabeth Ritter at the University of
Calgary. While I take full responsibility for any errors or misrepresentations, I could not have
written this paper without our extensive collaboration. I would like to thank Gillian Ramchand,
Betsy Ritter, and John Rosen for comments on earlier drafts of this paper.
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whether argument licensing is determined by the functional projections dedicated
to discourse roles (in the CP layer).

Possibly, the leading advance in the research on argument licensing in the late
1990s and early 2000s has been the idea that the clausal functional projections
determine the interpretation of the arguments and the event expressed in a clause.
This research has concluded that the clausal functional projections responsible for
case and agreement checking determine the thematic and event interpretation of
the arguments. We now know that the organization of the arguments in the syntax
and the syntactic marking of arguments reflect the event type of the clause. In
particular, it is now known that telicity is associated with the existence and marking
of objects and initiation of the action with the marking and position of subjects.

But the grammatical categories of subject and object appear not to be the only
organizational tool for predicates and their arguments. Recent work of Ritter and
Rosen (20054, b) points to an altogether different device that languages may use to
license the arguments in a clause. Some languages seem not to make use of the case-
and agreement-checking positions either to license or interpret the arguments.
Instead of moving DPs to the case and agreement checking positions, some
languages appear to license arguments by means of the discourse notions of
topic and prominence. Such languages rely on the complementizer layer to license
the arguments and make little or no use of the case and agreement checking layer.

The present chapter explains and supports the working hypothesis that there are
two distinct systems for licensing arguments. One system licenses arguments by
means of the event structure, as represented in the case and agreement checking
functional projections. I will call languages that rely on this type of licensing “Event
languages”. The other system licenses arguments by means of the discourse struc-
ture, as represented in the complementizer system. I will call languages that rely on
the A-bar system “Discourse languages”. Event languages use the A-positions T/v
to license the arguments, whereas Discourse languages use the A’-positions Topic
(Top) or Point of View (POV). Although it is possible that some languages may use
both event and discourse roles, we propose that a language must license the
arguments in at least one of these two fashions.

6.2 EVENT LANGUAGES: ARGUMENT
LICENSING IN A-POSITIONS

The critical parts of the event for syntactic representation are telicity (the terminus)
and initiation (or agentivity). Languages that encode telicity or initiation use the
functional categories responsible for case and agreement checking, traditionally



STRUCTURED EVENTS, STRUCTURED DISCOURSE 183

known as the A-positions. The core arguments (subject and object) of a predicate
have case and agreement features that must be checked in a clausal-functional
projection. These projections are assumed to be Tense (T) for subjects and v or
Aspect (Asp) for objects. A number of researchers have argued that T and v/Asp
contribute to an event interpretation in addition to checking case and agreement.
One line of research has explored the relation between telicity and the position
responsible for checking accusative case and object agreement. Another line of
research examines the relation between event agentivity (roughly including con-
trol, performance, and initiation) and the position responsible for nominative-case
checking and subject agreement. The research (detailed later in this chapter)
indicates that the functional projections responsible for case and agreement checking
(the A-positions) are responsible for event interpretation—including telicity, or
event terminus and agentivity, or event initiation. Thus, it is the syntax that
provides the event interpretation (see e.g. Borer 1994, 2004; Tenny 1994; van
Hout 1996, 2000; Ramchand 1997, to appear; Ritter and Rosen 1998, 2000, 2001;
Travis 2000).

6.2.1 Telicity: AspP or vP as Quantity

A clear connection exists between the direct object and the aspectual contours of
the event denoted by the clause. Research has shown that telicity?! is associated in
various ways with the direct object (cf. Borer 1994; van Hout 1996; Ritter and Rosen
1998; Tenny 1994; and others). The association between aspect and the direct object
may be syntactically realized in several ways. (i) It may be realized simply in the
existence of an overt direct object, as in the examples in (1)—(4). Predicates with a
direct object are more likely to be telic than those without. (ii) It may be realized on
the grammatical marking on the direct object. In some languages, direct objects
that are marked with accusative case appear in telic contexts, as in (5). Or it may be
that the position of the object determines the aspectual reading, as in (6). Other
object marking may have an effect, such as the conative in English (7) or antipassive
in Inuit (8). (iii) It may be realized on the internal characteristics of the object
(specificity, mass/count, quantization, etc). Direct objects that are specific (9) and
count nouns (10) tend to appear in telic contexts. Other examples of the internal
characteristics of the object affecting the interpretation of the event include the
addition of an object in verb particle constructions (11), and resultative construc-
tions (12).

1 Throughout, I will use the term “telicity” as a cover term that includes telicity, boundedness, and
delimitation. Although these all have slightly different definitions and pick out different aspects of the
event, they all have to do with the endpoint or the completed nature of the event. I will gloss over these
distinctions here in spite of their importance.
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(1)

(2)

Addition of object

a. Terry ran for 5 minutes/*in 5 minutes.

b. Terry ran the mile *for 5 minutes/in 5 minutes.
Cognate object

a. Terry sang for an hour/*in an hour.

b. Terry sang the ballad ?for an hour/in an hour.
Fake reflexive

a. Terry sang for an hour/*in an hour.

b. Terry sang herself to sleep in an hour/*for an hour.
X’s way construction

a. Terry sang for an hour/*in an hour.

b. Terry sang her way to the Met *for 10 years/in 10 years.

Object case (Finnish; Kiparsky 1998: 2-3, 5)
a. Hin kirjoitt-i kirje-i-td
he/she  write-psT.M.35G  letter-PL.PART
‘He/she wrote (some) letters (... and left).
‘He/she was writing letters (... when I came).
‘He/she was writing the letters (...when I came).
b. Hin kirjoitt-i kirjee-t
he/she write-psT.M.35G letter-pL.ACC
‘He/she wrote the letters (... and left).

Object shift (Mandarin Chinese; Yan Ling, pers. comm.)

a. Ta sha-le Zhangsan, keshi Zhangsan mei si.
he kill-asp Zhangsan, but Zhangsan not die
‘He killed Zhansan, but Zhangsan did not die

b. Ta ba Zhangsan sha-le, (*keshi Zhangsan mei si).
he BA Zhangsan kill-asp (but Zhangsan not die)

Conative

a. Terry ate at the apple for 10 minutes/*in 10 minutes.

b. Terry ate the apple ?for 10 minutes/in 10 minutes.

Antipassive (Inuit; Bittner and Hale 1996: 36)

a. Juuna (Anna-mik) ... kunis-si-vu-q.

Juuna-aBs; (Anna-INSTR)  Kiss-APASS-IND-(-TR)-3SGA;

‘Juuna kisses/is kissing (Anna).

atelic
telic

atelic
telic

atelic
telic

atelic
telic

atelic

telic

atelic

telic

atelic
telic

atelic
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b. Juuna-p Anna kunip-p-a-a. telic
Juuna-ERrG; Anna-ass; Kiss-IND-(+TR)-35Gi/35G;
‘Juuna kissed Anna’
(9)  Specificity of object
a. Terry painted pictures for an hour/*in an hour. atelic
b. Terry painted the picture *for an hour/in an hour. telic

(10) Count/mass object

a. Terry drank coffee for an hour/*in an hour. atelic
b. Terry drank a cup of coffee *for an hour/in an hour. telic

(11) Verb particle

a. Terry thought for an hour/*in an hour. atelic
b. Terry thought up an answer in an hour/*for an hour. telic

(12) Resultative

a. Terry ran for an hour/*in an hour. atelic
b. Terry ran us ragged in an hour/*for an hour. telic

In order to explain the association between the object position and telicity, re-
searchers have proposed that the position which checks object case and agreement is
also responsible for the interpretation of the event as telic or atelic. For some, this
position is Aspect Phrase (AspP) (Travis 2000; Borer 2004); for others it is Agr-oP or
vP, the position that checks object case and agreement (Ritter and Rosen 2000,
2001). The diagram in (13) gives the structure proposed by Ritter and Rosen (2000,
2001), using the functional projection Agr-oP. This projection might be placed
between the vP shell and the lexically headed VP (as in e.g. Travis’s AspP).

(13) SYNTACTIC REPRESENTATION OF TELICITY
vP

v Agr-oP (=telicity)
Spec Agr’
Agr VP

lac, 0] /N

VvV  OB]
|

Although there are differences across proposals linking telicity to the syntactic
representation of objects, all assume that telicity is encoded in the syntax, and all
place the representation of telicity in the clausal functional projections. All agree
that the direct object is critical in establishing telicity in a clause, and all place the
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representation of telicity within the functional projection that checks accusative
case and object agreement.2

If the general approach to telicity is correct, then the position responsible for
case and agreement checking must have a telic interpretive component to it. The
semantic essence of telicity has been identified as either quantization (Kiparsky
1998; Ritter and Rosen 2001) or quantity (Borer 2004, 2005). A telic event is
quantized in the sense that it is discrete or countable (Krifka 1992). DPs are also
quantized when they are discrete or countable, including specific DPs and DPs with
count nouns in them. For this reason, telic events are associated with count nouns
and specific direct objects.

Borer (2004, 2005) has argued quite convincingly that quantization, delimitation,
or boundedness cannot be precisely the right characteristic for telicity and its
syntactic representation. She claims instead that the appropriate property is that of
quantity, defined as non-homogeneous, and proposes that quantity be represented
syntactically. Homogeneity of the event, or lackofhomogeneity in particular, appears
to be a closer descriptor for the syntactic representation of telicity. An event like that
expressed in (14) is telic and has quantity (is non-homogeneous) but the object is
clearly non-quantized. Although the object is non-specific, the event is telic.

(14) a. Terry ate some apples in 10 minutes.
b. Terry ate some cake in 10 minutes.

The situation is even more pronounced in the examples in (15), where the event has
no natural endpoint, but the event is non-homogeneous and therefore telic
(examples from Borer, 2005).

(15) a. Her face reddened.
b. We filled the room with smoke.

Borer proposes that telicity is mediated by the notion of quantity. A functional
projection Aspg, bears the feature of quantity. Only with the quantity feature can an
event be interpreted as telic.

Ritter and Rosen (2005a) proposed that the functional projection responsible for
object case and agreement checking also has a quantity feature [Quant] that
renders the event quantized or telic. In a telic event, a quantity DP may move
into the position and check the [Quant] feature. The structures proposed below
use the minimalist representation of case and agreement checking, in which the
object checks its case and phi features in Spec of P (Chomsky 1995, 2001). Case and
agreement checking in vP rather than AgrP or AspP does not constitute a shift
away from the earlier accounts of aspect encoded in the functional structure; it
simply places the requisite functional features in v rather than Asp or Agr.

2 The one exception is Ramchand (to appear), who proposes that the elements of the event are
determined from the initial merge of the lexical items into the syntax, not by the clausal functional
projections. I discuss Ramchand’s approach later in this section.
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(16) TELIC TRANSITIVE STRUCTURE
(TERRY ATE THE APPLE; TERRY RAN THE MILE.)

vP

SUB]J vP

N

OBJ v’
[+Quant]
[acc, 9] VP
[+Quant]
l[acc, 0] v (OB))

In contrast to the structure of telic events, the v of atelic events does not include an
accusative case feature, and so either no object will merge in, or the object will not
raise to Spec of vP. In our work on the syntactic representation of telicity, we
argued that objects of atelic events remain in the VP and receive inherent (non-
accusative) case VP internally (Ritter and Rosen 1998, 2001). The diagram in (17)
shows an atelic transitive structure, (18) gives an atelic intransitive structure.

(17) ATELIC TRANSITIVE STRUCTURE
(TERRY DROVE THE CAR.)

vP
N
SUBJ v
v VP
N
A\ OBJ

(18) ATELIC INTRANSITIVE MANNER OF MOTION VERBS (UNERGATIVES)
(TERRY RAN.)

vP

SUBJ v

N

v \%

6.2.2 Quantity in DP

Not all languages that grammaticize object quantity also grammaticize telicity.
Ritter and Rosen (2001) showed that some languages grammaticize quantized
object DPs through object placement, object agreement, and object case without
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also grammaticizing telicity. For example, in Hebrew and Turkish, only definite
direct objects are marked with overt accusative case, but accusative case on the
object does not signal telicity. In Scandinavian languages, particularly Icelandic,
definite objects undergo object shift, but the object shift does not affect the
interpretation of the event as (a)telic.

(19) Hebrew accusative case
a. anig  makir et/*®  Dani.

I know acc Dani
‘I know Dani.

b. ani makir  (*er) harbe  yeladim  xaxamim.
I know (*acc) many children smart
‘T know many smart children” (Ritter and Rosen 2000)

(20) Turkish accusative case
a Dani-yi  tanl-yor-um.
Dani-acc know-pres.prog-1sg.
‘T know Dani.

b. BirCok  akIlll Cocuk tanI-yor-um.
many smart child know-pres.prog-1sg
‘T know many smart children’
(Jaklin Kornfilt, pers. comm., as cited in Ritter and Rosen 2000)

(21) Icelandic object shift

a. Jon las ekki beekurnar.
John read not the books
‘John did not read the books.

b. Jon las beekurnar  ekki.

John read the books not

‘John did not read the books. (Collins & Thrainsson 1996: 392)
c¢. Hann las  ekki bakur.

he read not books
‘He didn’t read books.

d. *Hann las  bakur ekki.
he read books not (Diesing 1997: 412)

In languages such as Hebrew, Turkish, and Icelandic, the object may bear the
[Quant] feature, and this allows it to raise to vP to check features. Only quantity
DPs—those that bear [Quant]—may raise to this position to check case and phi
features. But [Quant] in » is not interpretable, and so the quantity DP has no
bearing on the interpretation of the event. In languages like Finnish and Mandarin,
[Quant] in ¥ is interpretable, therefore the quantity DP in its specifier will result in
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a telic event (examples in (5) and (6)). In languages that grammaticize telicity
(event quantity) the [Quant] feature of v is interpretable; in languages that
grammaticize only DP quantity, it is not.

(22) a. GRAMMATICIZATION OF EVENT AND OBJECT QUANTIZATION: MANDARIN CHINESE,
FinNiIsH, ENGLISH

vP

N

SUBJ vP

N

OB]J v

[QUANT] /\

v VP

[QUANT] /\

\% (OBJ)

b. GRAMMATICIZATION OF OBJECT QUANTIZATION ONLY: HEBREW, TurkisH, ICELANDIC

vP
SUBJ vP
OBJ v
[QuANT] /\
v VP
[uQUANT] /\
\ (OBJ)

6.2.3 Subjects: TP as agency

Telicity is represented in the functional structure that checks the case and agree-
ment of the direct object. The question now is: is there an equivalent event—syntax
connection between subjects and the functional case and agreement checking
position for subjects? In this section I turn to the representation of subjects and
show that some languages identify events via the subject argument rather than the
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object. In languages that identify the event via the subject, agentivity, or initiation
of the event, appears to be a critical factor in argument licensing and in event
interpretation. Some languages make a grammatical distinction between agent and
non-agent, instigation and non-instigation, and control and non-control. Ritter
and Rosen (2001, 2005a) called such languages initiation-based languages
(I-languages). Our research indicates that the functional projection that checks
case and agreement of the external argument (TP) is the same functional projec-
tion associated with event initiation. A language that identifies events via agency or
the initial bound will use TP to mark events. We showed that the identification of
events via initiation leads to split behaviour of subjects in the language. The
behaviour of subject DPs divides between those that are more agentive and receive
nominative case, and those that are less agentive and receive quirky case.

An I-language has the canonical structure of clauses given in (23). We proposed
that the functional projection that checks nominative case and subject agreement
also carries with it an event role of initiation. We suggested that when a clause has
no initiation the subject remains inside vP. When it fails to move to TP, the subject
is marked with quirky or some non-nominative case.

(23) a. TP = initiation

Spec T’

b TP
RN
Spec T
T vP
[-init] N\

SUB]J '

Some languages distinguish initiators from non-initiators through the assignment
of structural versus inherent case. In such languages, a couple of different scenarios
play out. Some languages do not allow non-initiators to be subjects. We find this in
Irish and in certain instances in Japanese. Some languages allow non-initiators to
be subjects, but mark them with quirky case. We find this in Icelandic.3

3 Still other languages force passivization when the subject does not have the features associated
with initiators. We find this in the animacy hierarchies of Southern Tiwa (Ritter and Rosen 20054).
I will discuss animacy hierarchies of Algonquian in section 6.3, where I argue that the CP layer is
responsible for argument licensing, rather than TP. It is not clear whether Southern Tiwa should be
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Irish and Japanese: subjects as agents

In Irish and Japanese, only agents can be initiators, and only agents can be
grammatical subjects. We find, for example, that these two languages do not
allow the so-called instrument subject alternation, as the examples in (24) and
(25) show.

(24) a. D’oscail Sean an dorais. Irish
open-PAsT Sean the door
‘Sean opened the door’

b. *D’oscail an  eochair an  dorais.
open-pAsT  the key the door
‘The key opened the door. (Waitai 1996: 38)

(25) a. Tom-ga doa-o aketa. Japanese
Tom-NoMm door-acc opened
‘Tom opened the door.

b. *kagi-ga  doa-o aketa.
key-nvom  door-acc opened
‘The key opened the door” (Waitai 1996: 39)

Neither language allows non-agents with structural nominative case.* Thus, the
sole argument of an unaccusative predicate and the experiencer argument of a
psych predicate receives oblique case, as the examples in (26) to (28) illustrate.
Guilfoyle (1997) has argued that these oblique cases in Irish are assigned VP-
internally.

(26) a. Ta  eagla orm. Irish
is  fear  on.me
‘T am afraid.

b. Is maith  liom e
cop good with.me it
T like it.

treated along with Algonquian, however, or whether TP is responsible for the animacy hierarchy
effects of Southern Tiwa. Ritter and Rosen also suggest that the ergative DP splits found in Dyirbal are
initiation-based as well. Dyirbal shows a person split in the marking of its subjects, whereby first and
second person subjects receive nominative case and third person subjects receive ergative case. Ritter
and Rosen argued that person splits are a manifestation of agent splits. See Ritter and Rosen (2000, in
press) for discussion.

4 The analysis of Japanese is complicated by the fact that it has several constructions in which
nominative case is clearly assigned to non-subject positions, including multiple subject nominatives
and nominative objects. The language clearly has a default nominative, given that it is assigned to
arguments that are not subjects, and even non-arguments (i.e. the multiple-subject construction).
Importantly, however, instruments may not bear nominative case.
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(27) a. D’eirigh idir na  fir. Irish
rise-PAST between the men
‘The men quarreled’
b. Théigh fa dtaobh don  ghirseach.
warm-PAST about the girl
‘The girl became agitated.” (Guilfoyle 1997)
(28) a. Tom-ni eigo-ga dekiru. Japanese

Tom-to English-nom capable.to.do
‘Tom is capable of English’

b. John-ni  kane-ga aru.
John-to money-Nom have
‘John has money. (Watai 1996: 42)

Icelandic: quirky case subjects

In Icelandic, too, only agents can be initiators and receive nominative case.
Agentive subjects receive (structural) nominative case, as in (29), but non-agentive
subjects receive quirky (inherent) case, as in (30).

(29) a. Konan pyddi bokina.
the.woman-Nom translated book-acc
‘The woman translated the book’
b. Siggi leyndi konuna sannleikanum.
Siggi-NoMm concealed the.woman-acc the.truth-pat
‘Siggi concealed the truth from the woman.
(Yip et al. 1987: 222, 223, 234)

(30) a. Barninu batnai veikin.
the.child-pDAT recovered-from disease-Nom(*Acc)
“The child recovered from the disease.
b. Barninu finnst mjolk god.
the.child-paT finds milk-Nom good-nom
‘The child finds milk good’
(Yip et al. 1987: 222, 223, 234)

Properties of the initial bound of an event are grammaticized in languages like
Icelandic, Japanese, and Irish. In particular, all three languages mark the subject of
non-agentive events with some case other than nominative.

Lakhota and Central Pomo: agent/patient marking

Agent/patient head-marking is another subject-split pattern related to agentivity.
In languages with agent/patient head-marking, agentive subjects pattern differently
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from non-agentive subjects. Mithun (1991) studied agent/patient marking in a
variety of Amerindian languages and found that Lakhota makes a morphosyntactic
distinction between subjects that “perform, effect, or instigate” the action and
those that do not. Some of her examples are given in (31) and (32). Instigating first
person subject pronominal prefixes are realized as wa (31), whereas non-instigating
first person pronominal subject prefixes are realized as ma (32). Thus, Lakhota
distinguishes morphosyntactically between initiating and non-initiating subjects.

(31) a. mawani. T walk’
b. wak’e. T dug’
¢. wanuwe. ‘I swam, bathed’
d. wat". I live, dwell’
e. waxpaye. Tm lying’
(32) a. mahixpaye. ‘I fell’
b. mat’é. ‘I fainted, died’
c. amakisni. ‘T got well’
d. imaphi. T'm tired’
e. malék"ota. ‘I'm Sioux’ (Mithun 1991: 515-16)

Mithun also showed that Central Pomo makes a morphosyntactic distinction
between subjects that control the action and those that do not. The examples in (33)
contain the first person subject pronoun ?a-, which is only used for controllers of the
action, and the examples in (34) contain the first person subject pronoun to-, which is
used for uncontrolled action. Central Pomo appears to distinguish between initiating
and non-initiating subjects, and grammaticizes the semantic notion of control of
the action rather than the more direct initiation that Lakhota grammaticizes.

(33) a. ?a- pudiw Pe. ‘T jumped’
b. ?a- mua-tu ?é . ycadiw. ‘I chased him away’
c. Pa- swé-lan. T play.
d. ?a- béda ?CHa-w. T live here’
e. ?a-ya.qalin. Tm careful”
(34) a. to- kasila. ‘T'm cold’
b. to- Ptual. Tm sick.
c. to- scéw. ‘Tm stuck’
d. to-16.ya. T fell” >
e. to- scukdiya. T hiccoughed.  (Mithun 1991: 518—23)

Mithun shows that the choice of subject pronominal is not driven by the lexical
representation of the verb. The same predicate can be interpreted as a controlled
action or an uncontrolled action, depending on the choice of the subject pronom-
inal, as exemplified in (35) and (36). It would appear that the eventive interpret-
ation of predicates is not necessarily underlyingly specified for control.
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(35) a. Pa smamti- . ‘I went to bed’
b. to- sma mticka. ‘T must have fallen asleep.

(36) a. Pa- dmém. ‘I ran into it.

b. to dmém. ‘T bumped into it (not watching).” (Mithun 1991: 520)

6.2.4 The Syntax of NP Splits

The facts outlined in the previous subsection establishes that some languages make
a distinction either between agent and non-agent (Japanese, Irish, Icelandic),
instigation and non-instigation (Lakhota), or control and non-control (Central
Pomo). These are all characteristics of initiation, and initiation-based languages
grammaticize some characteristic of initiation via the functional projection that
carries case and phi-features for the subject.

Initiation is clearly associated with the subject argument. Given this, what is the
syntactic representation of initiation? Suppose that the functional head T in
initiation-based languages has an interpretable feature [init] for event initiation.
T also checks structural nominative case and subject phi features. If this is correct,
then only external arguments with the [init] feature will raise to [Spec, TP] to
check nominative case and initiation feature.

(37) TP
Spec T
A
T vP
[nom] PN

!

[init] SUBJ v
[init]
| v VP

On this analysis, [Spec, TP] in languages that grammaticize initiation is only
available to external arguments that have the appropriate [init] feature to check
that of T. External arguments lacking the initiation feature cannot raise to [Spec,
TP]. Such an external argument receives inherent quirky case vP internally, fol-
lowing Bittner and Hale (1996) and Woolford (1997). For a language like Lakhota or
Central Pomo, only subjects that can instigate or control action will bear the [init]
feature. Accordingly, only a DP with this feature will raise to Spec of TP and will
bear the morphosyntactic feature of initiation.

To sum up the discussion so far, languages with NP splits have two separate
positions that could be called “subject” position. There are nominative subjects,
which tend to be agentive (instigate or control) or highly animate, and there are
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quirky case subjects, which tend to be less agentive or inanimate. The different
manifestations of subject splits are variations on a continuum of initiation
(control versus performance, for example); different languages define differently
what can and what cannot be an initiator of the action. Once the language has
made this distinction, the class of items that can appear in TP is determined.

6.2.5 Putting It All Together: Event Structure in the A-System

Event interpretation is determined by the syntactic structure in the A-system. In
particular, telicity is determined by the quantity feature in v, and is realized on
quantity direct objects. Agentivity is determined by the initiation feature in T and is
realized on agentive subjects. Thus, the clausal functional projections that check
case and agreement (the A-positions) are responsible for the interpretation of the
various aspects of the event.

The structure in (38) puts the structural architecture of an Event language
together, based largely on Ritter and Rosen (2000).> A given language may not
grammaticize all aspects of the event system, but an Event language will tend to
reveal some reflexes of this overall architecture.

(38) TP
T/
T /\ vP
mom] N
[init] SUBJ vP

[init] /\

v VP
[acc] /\
[quant] v/ OBJ
[quant]

Others have made very similar claims about the relation between event inter-
pretation and the A-positions. Borer (2004), for example, takes a radical approach
to the interface between the lexicon and the syntax by proposing that lexical items
do not have any syntactic information, including category and subcategory infor-
mation, theta roles, or selectional information. On her approach, the lexical items
are inserted into the syntactic structure and it is the syntactic functional structure

5 Travis’s (2000) event syntactic structure is similar to the one given here.
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that provides all event/thematic information. For telicity, for example, Borer argues
that the functional structure provides a position for the sUBJECT OF CHANGE. The
entity undergoing change appears in the functional head Aspq, and an argument
(the object) with the feature quantity must appear in the Specifier of Aspg. Any
predicate with a quantity object in the Spec, Aspq will be telic. She proposes that
the event is also encoded in an event phrase (EP), which gives rise to an event
interpretation in a neo-Davidsonian fashion (Davidson 1967; Parsons 1990). Spec,
EP may be filled with the oriGINATOR of the event (possibly raised from TP). Her
overall event structure is given in (39). Borer does not assume that the syntax is
built from a structured argument structure. Rather, the interpretation of the
arguments is determined by the position in which each argument appears in the
syntax.

(39) EP
/\
<e> TP

/\
[originator] /\

T AspqP

[quantity]
<e?> VP

Much like Borer, Ramchand (to appear) develops a theory of the lexicon—syntax
interface that places most of the burden of argument interpretation on the syntax.
Her thesis is that the lexicon contains only idiosyncratic information—a meaning
representation and subcategory information. In particular, the lexicon does not
contain any thematic or aspectual information, but only meaning and world
knowledge (not necessarily linguistic) information and category/subcategory in-
formation. Much like Borer’s approach, the initial merge of lexical information
into a hierarchical structure creates the event, using event-based functional struc-
ture. Ramchand proposes three syntactically represented event roles—initiator,
undergoer, and resultee. Each role determines a sub-event of the event denoted
by the clause. These roles are established in the syntax. A given verb is encoded with
category selectional features in the form of v, V, and/or R. The syntactic structure
associated with these features appears in (40). Event structure information then
derives from the ensuing syntactic representation, where the argument in Spec of v
initiates the action (INITIATOR), the argument in Spec of V undergoes the action
(PROCESS/UNDERGOER), and the argument in Spec of R is the result of the action
(RESULTEE).
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(40) vP (=Asp.P, causing projection)
NP; v'
Subj of cause /\
v VP (=AsppP, process projection)
NP, 4
Subj of process PN
v RP (=Asp,P, result projection)
NP, R’
Subj of result
R XP

In the lexical (vP) layer,

» vP provides a position for event causation and licenses the external argument.

» VP specifies the nature of the change and licenses the argument that undergoes
change.

o RP gives the result state and licenses the internal argument that appears in the
resulting state.6

The three theories outlined here all make very similar claims: the event informa-
tion, including telicity and initiation, is syntactically represented. For Ritter and
Rosen and for Borer, event information is encoded in the functional A-positions.
For Ramchand, the event is encoded within the lexical layer, inside vP. The research
reported has established a connection between internal arguments and telicity and
has proposed a similar connection between external arguments and initiation. In
the languages discussed, the functional A-positions are implicated in event struc-
ture and event interpretation. Event languages, as I call them, use the case and
agreement functional system to organize the arguments and to interpret the
arguments according to the role each plays in the event denoted by the predicate.

6.3 Discourse Languages: Argument Licensing in A-bar
Positions

Not all languages use the A-positions TP and vP/AspP to license and interpret the
clausal arguments; instead they license arguments in the A-bar positions in the CP
layer. The languages that license arguments in the A-bar system fail to interpret the

6 In Ramchand’s system, since Spec of v is always interpreted as initiator, it is just as likely that the
semantic interpretation of INITIATION came from the lexical category selection information and it is
this information that forced the projection of a v and its Spec. Given that there is a one-to-one
correspondence between category and interpretation, we still do not know, to my mind, whether », V,
R is in the lexicon, or whether INITIATION, PROCESS, and RESULT are.
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arguments via event structure, but rather use the discourse structure as encoded
syntactically in the CP layer. I call these “Discourse languages”.

The A-bar positions in the CP layer encode clause type, topicalization, focaliza-
tion, evidentiality, and point of view (Rizzi 1997; Cinque 1999; Speas 1999; Speas
and Tenny 2003). Topic, focus, evidence, and point of view are discourse phenom-
ena, and therefore the items in the CP layer are discourse-determined. Ritter and
Rosen (20054, b) argue that some languages are more discourse-oriented and
organize the arguments of the clause around discourse principles related to topic
or point of view.

6.3.1 Topic Languages

Discourse-oriented languages license arguments on the basis of the role each plays
in the discourse rather than in the event denoted by the predicate. One discourse-
based mechanism for argument licensing is that of topic—comment. Li and
Thompson (1976) proposed a list of properties characteristic of so-called topic-
prominent languages in which the topic, rather than the subject (or direct object),
plays a significant role in the organization of the clause. According to Li and
Thompson, Mandarin Chinese and the Lolo-Burmese languages Lahu and Lisu
are among the topic-prominent languages, and Japanese and Korean are both
topic- and subject-prominent. They argue that highly topic-prominent languages
have a distinct set of linguistic characteristics, including surface coding for topic
but not necessarily for subject, lack of expletive subjects, essentially no passive, a
tendency to be verb-final, lack of constraints on what can serve as a topic, pervasive
“double subjects” (i.e. sentences with a subject and a base-generated topic). Rizzi
(1997) provides additional characteristics distinguishing topics from subjects.
Topics must appear at the left edge of the clause, whereas subjects may appear in
a variety of positions. Topics rarely trigger verb agreement, whereas subjects often
do. Topics must be definite; subjects need not be definite (Rizzi 1997).

Lisu: a topic-oriented language

Lisu, a Lolo-Burmese language, is considered a highly topic-prominent language in
that almost every clause contains a topic (Li and Thompson 1976). A striking
property of this language is that while every clause has an identifiable topic, it is
often impossible to distinguish subject from direct object or agent from patient.
There are no diagnostics that reliably identify subjects (or objects) in Lisu. Con-
sider the examples in (41) and (42). In these sentences, as in almost every Lisu
sentence, the topic appears in initial position, but it is often impossible to distin-
guish subject (agent) from direct object (patient); the examples (from Li and
Thompson 1976: 475) are ambiguous. Lisu has no morphological marking (case
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or agreement) to distinguish subjects from objects, and no ordering restrictions to
distinguish subjects from objects.

(1) lathyu nya ana khu -a
people TOPIC dog bite -DECL
a. ‘People, they bite dogs’
b. ‘People, dogs bite them.

(42) ana nya lathyu khu -a.
dog TOPIC people bite -DECL
a. ‘Dogs, they bite people’
b. ‘Dogs, people bite them. (Li and Thompson 1976: 475)

In (41) the topic ‘people’ is interpreted as either the agent or patient of biting, with
the non-topicalized argument ‘dogs’ as the other argument of the verb. Lisu is an
SOV language lacking verb agreement, making it impossible to tell whether the
non-topicalized constituent is the internal or external argument of the verb.
Ritter and Rosen (2005a) proposed that the Lisu topic is not a subject and does not
appear in the A-position in which case and agreement are checked. If this is correct,
then Lisu topics should not behave like subjects in other languages. In this light, Ritter
and Rosen looked at reflexivization facts in Lisu. If the topic is in the CP layer, then it
should not A-bind a reflexive. Although it appears that reflexive DPs can have a topic
as their antecedent, as in (43a), and the so-called reflexive can consist of a copy of the
antecedent, as in (43b), we argued that Lisu does not have A-bound reflexives.

(43) a. lama nya yi kudwe  khu-a.
tiger ToOPIC he body  bite-pDECL
‘The tiger (topic), he bit his body (=himself).
b. lama nya lama kudwe khu-a.
tiger ToOPIC tiger body Dbite - DECL
“The tiger (topic), he bit his body (=himself). (Li and Thompson 1976: 475)

Even Lisu reflexive DPs can be topicalized, as the example in (44b) illustrates; the
topicalized reflexive in (44) is clearly not A-bound. The absence of A-bound anaphora
is perhaps related to the insignificance of A-positions (subjects and objects) in Lisu.

(44) a. lama kudwe nya lama khi-a.
tiger body topic tiger Dbite-DECL
‘His body (topic), the tiger bit it.
b. yi kudwe nya lama  khu-a.
he body  topic tiger  Dbite-DECL
‘His body (topic), the tiger bit it (Li and Thompson 1976: 475)
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Sentences without topics are extremely rare in Lisu. Hope (1974) gives but one
example of a sentence that appears to have no topic, in that the argument marked
with the topic marker is non-specific (recall that topics must be definite or
specific). When a non-specific topic sentence occurs, Hope argues that the DP is
still presupposed. The example in (45) is the only such example that she provides.
In the discussion of this example, she implies that this sentence is used in a
situation in which swu ‘someone’ is presupposed, and therefore is d-linked (linked
to the prior discourse), and is a viable topic.

(45) swu  nya Gtha da-a.
one  Nya  knife  forge-decl. marker
‘Someone is forging a knife] (Hope 1974: 60)

Finally, although the syntax does not provide thematic or aspectual information
in Lisu, thematic and aspectual information is encoded in the lexicon, giving rise to
fine-grained distinctions in Lisu verbs. As a result, Lisu verbs include more specific
information about selectional properties, notably animacy, than their English
counterparts. The language has, for example, a lexical item thywu, which means
‘burn an inanimate object’ In order to burn an animate object, the verb #é is used,
which literally means ‘sting’ (Hope 1974: 29, 39). Notice that the selectional
properties are part of the meaning of the verb. In a different example, in (46),
the verb sye ‘kill’ obligatorily co-occurs with the noun yi-p” ‘an end’, but need not
occur with a patient argument; it would appear that telicity is lexically encoded
rather than syntactically encoded. T and v do not play any role in the event or
aspectual interpretation of the Lisu clause.

(46) dsa  nya yi-pd  syé-  a
asa topic end kill- declarative
‘Asa killed and an end resulted” (Hope 1974: 38)

6.3.2 The Syntax of Topic-Prominent Languages

Rizzi (1997) proposes that the complementizer layer of a clause consists of several
distinct projections, including a Topic Phrase (TopP). TopP is optional, occurring
only when needed, and its head, Top, checks no phi or case features. Top may have
an EPP feature, requiring that the topic move to Spec of TopP overtly.

(47) [ForceP--- [TopPTop['--[TP] ]]]

Because topic-prominent languages are discourse-oriented, Ritter and Rosen
(2005a) suggested that they have no event feature and no phi features to be
checked. If this is correct, then a topic-prominent language should have no
particular subject requirement (unless, of course, T has an EPP feature). We should
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find topic-prominent languages with no head marking (due to the lack of phi
features), and with no grammaticization of the event through either the subject or
direct object. In particular, if topic involves merger into the Spec of TopP, and if
Top has no content, then the relevant Spec must be filled in order to identify the
functional projection. This results in (i) the requirement that every sentence have a
topic, (ii) the lack of thematic restriction on the topic, (iii) the lack of restriction on
the number of topics a sentence can have, and (iv) the lack of any agreement-type
features on the topic. In Lisu, no event information is encoded in the syntax. T and
v/Asp have neither spatio-temporal nor case/agreement features. The language has
no tense or aspect marking on the verb, no case marking on DP or agreement
marking on the verb, and only lexically determined aspectual distinctions. In the
absence of any event information, the organization of the clause is determined
almost exclusively by discourse considerations, and not by event structure or
thematic considerations. A topic is obligatory in Lisu because tense and aspect
are completely lacking in inherent content, Top (not Tense) has an EPP feature, and
Top (not Tense) licenses the argument.

6.3.3 Animacy-Agreement Languages

Similar to topic-oriented languages, Ritter and Rosen (2005b) proposed that
languages with agreement rooted in animacy hierarchies lack A-movement and
A-agreement. We looked at the agreement patterns in the Algonquian languages
and showed that their morphosyntactic agreement patterns are most consistent
with the notion that the arguments do not move to A-positions for case or
agreement. In fact, we proposed that Spec of vP and Spec of TP are essentially
inert, either lacking the D-features necessary for case and agreement checking or
nonexistent entirely (see also Ritter and Wiltschko 2004 for Halkomelem and
Blackfoot). The claim that Algonquian does not have A-movement is substantiated
by the fact that Algonquian languages lack A-bound anaphors, passive, or other
case-related movement such as subject raising and ECM. All these are operations
and elements that crucially involve A-positions.

The Algonquian languages are known for their animacy-based agreement. Ritter
and Rosen argued that animacy agreement is not akin to subject agreement.
Animacy agreement in the Algonquian languages works roughly as follows. Suffixes
on the verb agree with both the internal argument and the external argument.
However, the verb has one prefix that agrees with one animate argument. The
animacy hierarchy determines which argument is referenced by prefix:”

7 For animacy hierarchies, see also Silverstein (1976). As Bruening (2001) and others point out, it is
not necessarily the case that first and second person are distinguished in terms of animacy in
Algonquian. The agreement patterns for first and second person are more complicated than is
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(48) Animacy Hierarchy (Branigan and MacKenzie 2000)
Second > first > third human > third animate > inanimate

Algonquian exhibits different agreement patterns for transitive and intransitive
predicates, animate, and inanimate arguments. For the transitive animate agree-
ment pattern, the argument that is higher on the animacy hierarchy triggers an
agreement prefix on the verb. All other agreement markers are suffixed. The
grammatical function (subject/external argument or object/internal argument) of
the more animate argument is determined by the so-called “theme” suffix; if the
theme suffix is DIRECT, then the it is the external argument. If the theme suffix is
INVERSE, prefixed argument is the internal argument. Examples from Blackfoot are
given in (49). Notice in these examples that the first person argument is in the
prefixed position, whether it is interpreted as the external (experiencer) argument
or the internal (theme) argument. When the first person argument is the external
argument, the direct suffix is used; when it is the internal argument, the inverse
suffix is used. In these examples, the theme suffix is underlined and the agreement
markers are in bold.

(49) a. nit-sikakomimm-a-wa nitana.
1-love-DIRECT-3sg my.daughter
‘I love my daughter’

b. nit-sikakomimm-a-yi nitaniksi.
1-love-DIRECT-3p] my.daughters
‘T love my daughters.

c. nit-sikakomimm-ok-a nitana.
1-love-INVERSE-3sg my.daughter
‘My daughter loves me’

d. nit-sikakomimm-ok-i nitaniksi
1-love-INVERSE-3pl my.daughters

‘My daughters love me. (Frantz 1991: 55)

The combination of agreement and theme marker, then, provides all the informa-
tion that is necessary to determine who did what to whom in the Algonquian
clause. The transitive animate verbs are inflected to agree with both external and
internal argument, but the realization of the agreement markers is determined by
animacy, not by the grammatical relations of subject and object. The theme marker
determines the grammatical relations: the direct theme marker indicates that the
most animate argument is the external argument; the inverse theme marker, that it
is the internal argument.

necessary to discuss here. See Bruening for a thorough discussion of the interaction between first and
second person in Passammaquoddy.
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What about the A-positions for case and agreement? Algonquian has no overt
case morphemes. It also has no apparent passive construction, raising construc-
tion, or ECM. Thus, it shows no obvious sign of A-movement. There are, however,
two constructions in Algonquian that might be—and have been—argued to
constitute A-movement. One is the so-called cross-clausal agreement construction
(CCA) and the other is the inverse agreement pattern (described above) that these
languages are known for. I will discuss each of these and show how Ritter and
Rosen (2005b) argued that neither construction should be construed as A-move-
ment.

Cross-clausal agreement occurs when a verb that selects a clausal complement
optionally agrees with an animate argument of the clausal complement. Verbs that
select clausal complements normally appear in the transitive inanimate (TI) form,
but in CCA, they are realized in their transitive animate (TA) form. The argument
that triggers object agreement on the matrix verb is either the subject or the object
of the embedded clause. Some examples of CCA appear in (50) and (51) from Innu-
aimun, a Central Algonquian language. The data are from Branigan and McKenzie
(2002: 388). CCA is reflected in the form of the matrix verb. It does not affect the
morphology of the embedded verb; the embedded verb still obligatorily agrees with
its arguments. Notice in these examples, that the agreement that appears on the
embedded verb is unchanged in the CCA examples; only the agreement on the
matrix verb changes.

(50) a. Ni-tshissenit-anan  milpishtudt Shiishepa Tshan mak Mani.
1pL-know-TI.1PL visit Joseph  John and Marie

‘We know that John and Marie visited Joseph.
b. Ni-tshissenit-andn-at miipishtuat Shiishepa Tshan mak Mani.
1PL-know-1PL.3PL visit Joseph  John and Marie

‘We know that John and Marie visited Joseph.

(51) a. Ni-tshissit-en ka-uitshi-shk Piin itauia.
1-remember-TI PRT-helped-3/2pL Paul father
‘T remember that Paul’s father helped you’
b. Tshi-tshissit-atin ka-uitshi-shk Piin dtauia.
2-remember-1/2PL  PRT-helped-3/2pL Paul father

‘T remember that Paul’s father helped you’

Cross-clausal agreement is similar to ECM, but does not share the critical prop-
erties of ECM. ECM is motivated by case considerations (the embedded infinitival
verb is unable to check nominative case of its subject). In contrast, the embedded
verb in CCA obligatorily agrees with the argument regardless of whether the
matrix verb does. Secondly, ECM targets only the subject of the embedded clause.
In Innu-aimtn, CCA may target either the subject or the object of the embedded
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clause, as in (50b) versus (51b) (Branigan and McKenzie 2002).8 Finally, the
embedded clause in ECM is a TP, with no evidence of a CP layer. But in CCA,
the embedded clause is clearly a CP. The trigger for matrix object agreement may be
awh-phrase, a focus DP, or a topic, all of which obligatorily raise to Spec of CP. The
Innu-aimun data in (52) are from Branigan and McKenzie (2002: 399, 2000: 8). We
concluded that CCA is A-bar agreement and not ECM.

(52) a. Tshitshissenim-au-a auen ka-papitaka? Question
2-know-3-Q who  is.laughing
‘Do you know who is laughing?
b. Ni-tshissitu-dau Mani muk" uitsheiepan Aniua. Focus
1-remember-1/3 Marie only helped Annie

‘T remember that only Marie helped Annie’

¢. Ni-tshissitu-au  Mani tshekudnnit  kuet ititet Minidnit.  Topic
1-remember-1/3 Marie why go-3 Montreal
‘T remember why Marie went to Montreal.

The second construction that has been claimed to constitute A-movement is the
inverse. In particular, Bruening (2001) has argued that Passamaquoddy (Eastern
Algonquian) inverse TA verbs are associated with passive-like A-movement to a
functional projection above vP, which he calls HP, containing the feature proximate
[P]. He suggests that DPs carry the [P] feature, where the value of the DP’s [P]
feature is determined by the animacy hierarchy. First and second person DPs are
inherently [4+P], inanimates are inherently [—P], and all else is unspecified for [P].
An argument that is not valued for [P] becomes valued in comparison with the
other argument in the clause. A [+P] DP moves to HP; if the internal argument is
[+P], then inverse marking results.

Bruening argues HP is an A-position because movement from HP to CP fails to
produce a weak cross-over effect. However, it is well known that WCO effects do
not obtain in all forms of A-bar movement, in particular, movement of a discourse
linked (d-linked) DP (Hornstein 1995). In addition, CCA can trigger the inverse
and has been established to be an A-bar phenomenon. If the inverse position, HP, is
an A-position, then the argument that triggers CCA is already in an A-bar position
before it moves to HP. If HP is an A-position, movement from the CCA position to
HP constitutes improper movement. In the example (53), Maliw triggers CCA, and
because the external argument of the matrix clause is impersonal, the matrix verb
appears in the inverse and the prefix agrees with Maliw. Ritter and Rosen (2005b)
concluded that Bruening’s HP must be an A-bar position.

8 But see Dahlstrom (1991) for an argument that in Plains Cree only the subject is targeted for CCA.
There appears to be some language variation in the target of CCA across the Algonquian languages.
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(53) Psi=te wen >-kosiciy-uku-1 Maliw-ol eli nucitqonket nomiy-at.
all=emPH someone 3-know.TA-INv.0BV Mary-oBv C policeman see-3CONJ
‘Everyone is known by Mary that a policeman saw. (Bruening 2001: 256)

Finally, the Algonquian languages show no signs of A-binding. The languages
have no true reflexives, but rather a de-transitivizing suffix that is added to the verb
stem. The example in (54) is from Blackfoot (Frantz 1991: 107). The Al mark in the
gloss refers to the animate intransitive agreement paradigm.

(54) Isskondakatohsiwa.
i-sskonakat-o:his-wa
pAST-shoot(TA)-rerL(AI)-3sG
‘He shot himself.

Branigan and McKenzie analysed CCA in Algonquian as A-bar agreement. Ritter
and Rosen extended this treatment to all agreement phenomena in Algonquian,
proposing that verb agreement in these languages serves to identify a point of view
(POV) role, or in the case of CCA, a topic or focus, but not a particular grammat-
ical relation such as subject or object.

In the Algonquian languages arguments are licensed in the CP layer, using Topic,
Focus, and Point of View. These are discourse roles rather than event roles. It would
appear that the event structure is not involved in argument licensing in these
languages, but rather they use the discourse roles to license and interpret the
arguments of the clause.

6.4 CONCLUSION

Some languages organize their arguments according to the type of event denoted
by the clause. Some Event languages grammaticize telicity, while others grammati-
cize agentivity or initiation. I conclude from this that the inflectional projections
that license subjects and objects are event-related. vP/AspP licenses objects by
checking case and agreement; it also contains a quantity feature that checks
quantized or quantity objects. In some languages the quantity feature is an
aspectual feature and will only check quantity objects of telic events; in others,
the feature is not aspectual and will check only the quantity of the object. TP
licenses subjects by checking case and agreement; in some languages only animate
or agentive subjects have agreement features that are checked in Spec of TP. Other
subjects must check their features (e.g. gender features) elsewhere. Event languages
will show subject and object splits of the kinds exemplified in section 6.2.
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Projections in the complementizer layer license topic, focus, point of view, and
other such discourse-related phenomena that are not event-related. As Rizzi (1997)
points out, elements in the complementizer layer do not bear agreement or case
marking. Topic-oriented languages organize their arguments around the discourse
topic. Point of view is also a discourse phenomenon, encoded in the CP layer.
Languages with animacy-based agreement like Algonquian organize the arguments
around POV. POV and topic-oriented languages do not show any signs of using the
functional structure of T/v to mark or identify the arguments. In such languages
there are no argument splits, and the arguments bear no case or agreement marking.

The variation across languages observed here suggests substantial differences,
not in the functional architecture of the languages, but in the layer of functional
structure that licenses the arguments. I have suggested that the architectures are
fundamentally the same across languages, including the vP or lexical layer, the TP
or event layer, and the CP or discourse layer; the difference is in the licensing and
interpretation of the arguments as event or discourse determined. A tripartite
structure of the clause,® including the lexical layer (vP) for the initial merge of
lexical material, the inflectional layer (TP) for event interpretation and case/
agreement checking, and the discourse layer (CP) for discourse interpretation,
are all potentially vital for argument interpretation and argument licensing; the
variation across languages appears in the reliance that the language places in one
over the others for argument interpretation and argument licensing.
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CHAPTER 7

ON THE RELATION
BETWEEN
MORPHOLOGY
AND SYNTAX

MARIT JULIEN

7.1 INTRODUCTION

According to the traditional view, the relation between morphology and syntax is
the following: while morphology builds up word forms—typically by combining
roots with other roots and with affixes, but also by applying other operations to
them—syntax takes fully inflected words as input and combines them into phrases
and sentences. The division of labour between morphology and syntax is thus
perfect: morphology only operates below the word level whereas syntax only
operates above the word level. Moreover, these two components of grammar are
ordered in strict sequence, such that the syntax takes over after the morphology has
done its work. This model has formed, implicitly or explicitly, the basis of so many
descriptive grammatical works that there is no point in mentioning any one of
them here. Under the name of lexicalism it has also made its way into more recent
theorizing.

The research for this chapter was financially supported by the Norwegian Research Council, grants no.
110928/520 and 141687/548.
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The lexicalist view has not gone uncontested, though. Already Jespersen (1924)
said that for the syntax as he conceived of it, it makes no difference whether a given
category is expressed as a part of a word or as a separate word. Jespersen’s insight
was picked up by Chomsky (1957), who proposed that verbs combine with verbal
inflectional markers in the syntax. Chomsky also extended the syntactic analysis to
the derivational domain, arguing that nominalizations are formed from sentences
by transformation rules essentially similar to the rules that convert base sentences to
derived sentences (a view developed in detail by Lees 1960).

Taken together, the proposals in Chomsky (1957) implied that the atoms of
syntax are morphemes, not entire words, and, consequently, that transformations
operating on these atoms can have both morphological and syntactic effects. The
general idea of this analysis was to become a standard assumption in generative
syntax for the next decades, although the details were understood in various ways
over the years.

The next milestone in the present context was Chomsky (1970), who argued that
at least some of the relations that had for some time been viewed as transform-
ational belonged instead in the lexicon.! While still assuming that inflectional
markers were manipulated in the syntax, Chomsky now took the types of complex
word formation traditionally referred to as “derivation” to be performed in the
lexicon—that is, in a pre-syntactic component of grammar. Thus, what he argued
for was a weak version of lexicalism.

Stronger versions of lexicalism have later been formulated, some of them
claiming that the internal structure of words is never visible to or manipulated
by syntax. Among the prominent lexicalist works are Lapointe (1980), Selkirk
(1982), Di Sciullo and Williams (1987), Anderson (1992), and Chomsky (1993, 1995).

On the other side of the controversy, the syntactic view on word formation has
been defended in Baker (1988), where derived words of various types are dealt with,
and in Halle and Marantz (1993, 1994), which are attempts to formulate a general
and complete theory of complex words based on the idea that every morphological
element is also a syntactic element. The theory, called Distributed Morphology, is
further developed by, among others, Halle (1997) and Marantz (1997).

In this chapter, I will, however, claim that the discussion of whether complex
words are formed in the syntax or prior to syntax is futile, because words as such
are not formed in the grammar at all. They are not grammatical entities. Below the
phrase level, syntax operates on morphemes and gives certain arrangements of
these morphemes as output. Some of the resulting morpheme sequences are called
words, but crucially, these sequences do not as a class correspond to one particular
syntactic representation. Rather, as I argue in section 7.2, words are characterized
by their distributional properties. In section 7.3 I show that these properties are

1 But see Marantz (1997) for an updated reading of Chomsky (1970) in the light of Bare Phrase
Structure (Chomsky 1995).
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compatible with a number of syntactic configurations. In section 7.4 I deal with
agreement markers, which I see as exceptional as they do not represent syntactic
heads. Section 7.5 turns to an apparent counterexample to the idea that morpheme
order is always determined by the syntax, namely, the Scandinavian -s(t) suffix that
is used to form passives, among other things. I demonstrate that given the right
syntactic analysis, -s(#) is not necessarily a counter-example after all. The chapter is
rounded off in section 7.6 with a comment on the reality of words.

7.2 THE CHARACTERISTIC PROPERTIES
OF WORDS

The plausibility of the claim that words are not grammatical entities is best seen if
we try to define what a word is. It then appears that although it may be easy to pick
out the words in a given language, it is much more difficult to characterize them in
grammatical terms. Even if we put aside the notions of “phonological word” and
“lexical word”, and concentrate only on what we may refer to as “grammatical
words” or “morphosyntactic words”, the task does not get much easier.

In the current linguistic literature one often comes across such statements as
“words are morphological objects” and “words are the basic building blocks of
syntax”. But strikingly, these definitions cannot be used to determine the status of
elements that may or may not be separate words—they apply only after the words
have been identified.

Let us look at an example. Sylvain (1936) states that the markers of tense, aspect,
and modality in Haitian Creole are prefixes on the verb, as shown in (1). In Spears
(1990), on the other hand, all preverbal markers in Haitian Creole are analysed
as auxiliaries, and they are written as separate words, as in (2). (In addition, the

two authors gloss the markers differently, as we see, but that is of less importance
here.)

(1) N té-kwe u ' -a-vini. Haitian Creole
1PL  PAST-think 2SG PAST-FUT-come
‘We thought that you would come.”  (Sylvain 1936: 87)

(2) M te d m t a pati. Haitian Creole
1SG ANT say 1SG ANT IRR leave
‘I said that I would leave! (Spears 1990: 124)

Now, how do we know whether (1) or (2) is more correct, from a grammatical
point of view? According to the criteria just mentioned, the preverbal markers in
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Haitian Creole form a word with the verb if their position is determined by the
morphology, but they are words themselves if their position is determined by
the syntax. Further, they are words if they have their own syntactic representations,
but not if they constitute a syntactic terminal node together with the verb. This line
of reasoning could also be reversed: if the preverbal markers belong to the verbal
word, they are not visible to the syntax and their positions are determined by the
morphology, but if they are separate words, they are minimal syntactic units. Thus,
the argumentation is going in a circle, getting us nowhere.

What we really should ask is how words are recognized in the first place. Why
are some morpheme sequences taken to be words, while others are not? The
answer, I would claim, is that wordhood has to do with distribution. That is,
morpheme sequences that have certain distributional properties tend to be seen as
words.

One of the relevant properties is independent distribution. Boas (1911) already
pointed out that when a certain sequence can appear, without substantial modi-
fications, in a variety of positions relative to other elements in the sentence, “we
are inclined to consider it as a separate word”, as he put it (Boas 1911: 30). Thus,
their independent distribution distinguishes grammatical words from smaller
elements.

As for the upward delimitation of words, Bloomfield (1933) argued that internal
cohesion is the property that separates compounds and phrasal words from phrases.
More precisely, even if both words and phrases can be built from words, with
phrases it is normally the case that they can be broken up by additional words and
phrases, whereas words that consist of words can be interrupted much less freely,
if at all.

Bloomfield (1933) also proposed another criterion for wordhood, namely, that
a word is a minimal free form. However, while this is a sufficient criterion for
wordhood, it is not strictly necessary. The necessary criteria appear to be inde-
pendent distribution and internal cohesion, since forms that meet these two
criteria tend to be regarded as words whether or not they can appear in isolation.
But crucially, if a given morpheme string has independent distribution and internal
cohesion, so that it stands out as a word, it does not follow that the string is also a
single terminal node in the syntax. Neither does it follow that it is more than one
syntactic terminal node. What I argue is that there is no single specific syntactic
configuration that corresponds to words. This means that the concept “word” has
no theoretical significance in the grammar at all.

It cannot then be the case that the grammar contains a word-forming morpho-
logical module. Arguably, the syntax alone determines the hierarchical and linear
relations between morphemes. It does not, however, determine the realization
of each individual morpheme. Hence, it must be the morphology that deals with
the spelling out of morphemes and with allomorphic variation. But notably, words
are not necessarily relevant in this context. Although the realization of a given
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morpheme may be dependent on the feature content of neighbouring morphemes,
the conditioning factor is not always contained in the same word as the morpheme
that undergoes the alternation. The a/an alternation in English is an obvious
example; more examples are found in Julien (2002).

When the trigger for a conditioned allomorphic alternation nevertheless often
belongs to the same word as the target, the reason is that morphemes belonging to
the same word regularly appear together. Hence, if the conditioning factor is
contained in the same word as the element that undergoes alternation, each
alternant will occur relatively frequently, and the alternation has a good
chance of surviving. If, on the other hand, a morpheme has an allomorph whose
appearance is dependent on some other morpheme not in the same word, it is
possible that the alternation is seen relatively infrequently, and it will more easily
get lost.

A related fact is that words are often listed in the lexicon (but note that they can
also be produced online), alongside the individual morphemes that they are built
from, whereas phrases are listed less often and sentences only occasionally (cf.
Jackendoff 1997).

If we now go back to the problem illustrated in (1) and (2), it should be clear that
it is impossible to tell what the words are, simply by inspecting the morpheme
strings that we see in these examples. We need to know which permutations are
possible and where additional material can be inserted. However, the primary value
of such information lies in its syntactic relevance. The question of which mor-
pheme strings are words is not really important since from the point of view of
grammar, the word is merely an epiphenomenon.

7.3 THE SYNTAX OF WORDS

If it is true that words are nothing but distributional units, we would nevertheless
like to know what the syntactic description of a word could be. In the following,
I will make an attempt at answering that question. After presenting some funda-
mental assumptions in section 7.3.1, and showing the base-generated order of tense,
aspect, and verb root in section 7.3.2, I go on to give some examples of how various
orders of tense marker, aspect marker, and verb can be derived. In section 7.3.3 we
see how head movement can lead to suffixing of tense and aspect markers, in
section 7.3.4 we see how phrasal movement can yield a similar result, in section 7.3.5
we look at the syntax of prefixed tense and aspect markers, and in section 7.3.6 we
deal with a language that has prefixed tense but suffixed aspect. My conclusions
concerning the syntax of complex words are spelled out in section 7.3.7.
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7.3.1 Preliminaries

On the assumption that the left-to-right linear order corresponds to the top-down
hierarchical relations, as Kayne (1994) proposed, there are four syntactic configura-
tions that could cause the morphemes X and Y to form a word [XY]. X and Y could
be parts of one complex syntactic head, as in (3a); X could be the next head up
from Y, as in (3b); X could be the final element in the specifier of Y, as in (3¢);
and finally, Y could be the initial element in the specifier of the complement of X, as

in (3d).

(3) a YP b. XP c YP d. XP
PN PN PN PN
Y X YP [...X] Y’ X Zp
PN PN N PN
X Y Y Y [Y...] 7'
N
Z

In each of these configurations, the sequence XY can have word properties. Internal
cohesion is guaranteed in (3a), (3¢), and (3d). In (3b) it follows if no phrase surfaces
in Spec of YP. As for independent distribution, a complex head, as in (3a), will
move as a whole if it moves at all, since excorporation is arguably not possible
(Julien 2002). Hence, a complex head comes across as either a word or a part of a
word (and for this reason its syntactic properties are often taken to be characteristic
of the word). In the other three configurations it is less likely that XY will move as a
unit, but it would be possible if YP in (3b) and (3¢) and ZP in (3d) only contains Y
at the point where the relevant movement takes place. Note, however, that if other
constituents move around XY, XY will have independent distribution relative to
those other constituents even if the sequence XY itself does not move. In short, in
all the configurations in (3) the sequence XY could have the distributional prop-
erties that characterize words.

What I will claim is that every morphologically complex word corresponds to
one of the configurations shown in (3), or to a combination of these configura-
tions. In the following, I will illustrate my point by presenting some examples of
morphologically complex words taken from the domain of verbal inflection.

7.3.2 The Base-Generated Order of Tense, Aspect, and Verb

In the examples in (4) and (5), the markers of tense and aspect are morphologically
free elements. Moreover, in both cases they precede the verb, and the order is tense
marker > aspect marker > verb root.



THE RELATION BETWEEN MORPHOLOGY AND SYNTAX 215

(4) Mo a pge  wiing ompya. Makaa
1SG  REM.PAST PROG chase.away dogs
‘T was chasing the dogs away. (Heath 1991: 11)

(5) Lapli ti pe tofibe. Mauritian Creole
rain  PAST mivpF  fall
‘Rain was falling” (Adone 1994: 44)

After surveying 530 languages, Julien (2002) concludes that the pattern shown here
is by far the most common one when tense and aspect markers are realized as free
elements. I take this to mean that universally, temporal heads are higher in the
clause than aspectual heads, which in turn are higher than the verb, as illustrated
in (6).2

(6) TP

N

T AspP
Asp vP

LV

Now let us assume, for the sake of the argument, that tense and aspect markers
are always realizations of tense and aspect heads, and not base-generated on the
verb. It then appears that various orders of tense marker, aspect marker, and verb
can be explained on the basis of the syntactic structure in (6). This is what I will go
on to demonstrate.

7.3.3 Suffixed Inflectional Markers Resulting from
Head Movement

Consider first example (7), from Macushi, a language where the unmarked word
order is OVS, and markers of tense and aspect are suffixed to the verb, such that the
morpheme order is verb root—aspect marker—tense marker (Abbott 1991).

(7) Yei ya’ti-areti ka-"pi-i-ya. Macushi
wood Cut-TERM-PAST-3-ERG
‘He finished cutting the wood. (Abbott 1991: 121)

If the object surfaces above the Tense head while the subject surfaces below it, then
both the OVS order and the suffixing of aspect and tense markers can be derived by

2 Most likely, there are many more heads in the IP-domain—see Cinque (1999). However, for the
present purpose inflectional heads other than Tense and Aspect are ignored.
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moving the verb to the Asp head and the [V Asp] complex to the Tense head, as
sketched in (8).3 If adjunction is always to the left (Kayne 1994), the order of
elements inside the verbal word follows.

(8) TP
/\
OB]J T’
yei /\
T AspP
Asp T SUBJ Asp’
/\ 'pi i-ya /\
N Asp Asp vP
ya'ti  areti'ka A

As for the subject pronoun in (7), it is phonologically weak and cliticizes onto
the verb (Abbott 1991). A phonologically strong alternative is shown in (9).

(9) Miriri koneka-’pi  miikiri-ya. Macushi
that make-PAST 3-ERG
‘He made that. (Abbott 1991: 24)

Here it seems clear that the pronominal subject is sitting in a Spec below the verbal
word. In the absence of evidence to the contrary, I assume that the phonologically
weak pronoun in (7) is also situated in a Spec below Tense, as indicated in (8). It
follows that in (7) we have a word that is made up of a complex syntactic head and
an element sitting in a Spec position below that head. The stable part of that word
is however the complex head, which necessarily has word properties.

7.3.4 Suffixed Inflectional Markers Resulting from Phrasal
Movement

Turning now to Evenki, an SOV language, we see that the order of elements inside
the verbal word here is also verb root—aspect marker—tense marker.

(10) Bu: dolboni:-Ba haBal-za-éa-Bun. Evenki
1PL.EX night-Acc  work-IMPF-PAST-1PL
‘We worked all night” (Bulatova and Grenoble 1999: 8)

3 With intransitive verbs the unmarked constituent order is SV (Abbott 1991). That is, Macushi
shows an ergative pattern in the syntax as well as in the case marking of arguments. Given this, the
structure in (8) seems rather plausible.
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One might guess that the complex verbal word in Evenki is formed by head
movement, just as I have proposed for Macushi. However, the overall syntax of
Evenki clauses is rather different from that of Macushi. Evenki is a head-final
language—that is, every head in the clausal projection line is preceded by its
complement. This means not only that bound inflectional markers appear in an
order which is the reverse of the base-generated order, but also that lower verbs
precede higher verbs, as illustrated in (11).

(1) Kupaka:n zob-do:-Bi: 9jo:t-Co-19-1. Evenki
child eat-PURP-REFL want-IMPE-AOR-3SG
“The child wants to eat” (Bulatova and Grenoble 1999: 39)

Julien (2002) proposes that the head-finality of many SOV languages is the result of
every clausal head above vP having attracted its complement to its Spec. On this
analysis, the syntactic structure of (10) is as shown in (12). Note that the agreement
marker that is the last element of the verbal word in (10) is tentatively placed in the
Finite head, which is where subject agreement markers appear to be located in
many languages (Julien 2002).4

(12) FinP
TP Fin’
ASpP T’ Fln TP
T~ N, Pun
[,» SUBJ ADV V] Asp’ T  AspP
bu: dolboni: Ba hapal /\ éa
Asp +P

za

We see here that the movement of each complement to the nearest Spec has
made every projection in the IP-domain head-final. Since the verb is also the final
element in the ¥P, we get a sequence of linearly adjacent morphemes, starting with
the verb root, where each morpheme is the final element of the constituent in the
Spec of the next morpheme. For the example in (11), an analysis along similar lines
would mean that the iterative movement of complement to Spec starts from the
most deeply embedded verb and goes all the way up to the highest Finite head.
(The purposive marker probably represents a Mood head, while the marker glossed
as REFL appears to be an agreement marker, since it indicates that the subject of the
higher verb is also the subject of the lower verb—see Bulatova and Grenoble 1999.)

Note that the subject and the temporal adverbial in (10) are taken to be sitting
inside ¥P. Concerning the adverbial, its being located inside vP is consistent with
Pereltsvaig’s (2001) proposal that adverbials with accusative case are licensed in the

4 See Rizzi (1997) and Platzack (1998) on the Finite head.
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Spec of a vP-internal aspectual head (the Inner Aspect of Travis 1992, 2000). This
position is otherwise where direct objects are licensed if they serve as delimiters of
the event. However, Pereltsvaig argues that certain adverbials can appear in the
same position and have the same function as event-delimiting direct objects, and
consequently show up with the same case. The adverbial in (10) seems to be a good
example of this. As for the subject, it has been claimed by Yanagida (1996) and
Nakajima (1999) that arguments can be licensed inside vP in Japanese. Julien
(2002) takes it to hold for all head-final languages.

But although the arguments of the verb in head-final languages arguably do not
move out of vP for case reasons, they can move to focus and topic positions in the
CP-domain, above FinP. These movements can alter the order of constituents in
the clause considerably, as in the following Evenki example.

(13) Adul-il-va si gene-che-s? Evenki
fish.net-pPL-DEF.ACC you bring-PAST-25G
‘Did you bring the fish nets?” (Nedjalkov 1997: 4)

As we see, the order here is OSV, and the subject is focused. I take this to mean that
the object has moved to the Spec of a Top head in the CP-domain while the subject
has moved to the Spec of a Foc head below Top (see Rizzi 1997). Since adverbial
phrases, and arguably even the IP, too, can move to the CP-domain, many head-
final languages display a wide range of word-order alternations having to do with
discourse functions. The sequence of heads in IP remains unchanged, though. The
consequence is that the morpheme sequence consisting of the verb root and the
verbal inflectional markers has word properties.

7.3.5 Prefixed Inflectional Markers

Now consider the examples in (14) and (15), where the markers of tense and aspect
precede the verb root. Strikingly, these markers appear in the order that we would
take to be the base-generated one, given (4) and (5). So how come they are included
in a word with the verb root?

(14) A-ni-ndatu-ri un  ora. Chalcatongo Mixtec
TENSE-COMPL-wait-I two hour
‘T've already been waiting for two hours. (Macaulay 1993: 73)

(15) Nd-a-i-teng-es-a.
1S-PAST-HAB-DUy-CAUS-REAL? Shona
Tused to sell”  (Myers 1990)

5 Myers (1990) glosses the final vowel in Shona verbs simply as Final Vowel. However, his
description suggests that it encodes [+realis] mood, since it is -e in the subjunctive, potential, and
negative, and -a elsewhere.
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For Shona, Myers (1990) argues that the verbal word is a phonological unit and
not a morphological or syntactic constituent. From a grammatical point of view,
the verb root forms a constituent with the suffixes, but not with the prefixes.
Myers’s statements about the verbal word in Shona are compatible with assigning
to (15) the syntactic structure shown in (16). Here, the verb has moved to the Caus
head and then to the Mood head, thereby forming a complex head with the
causative marker and the mood marker, both suffixed to the verb. The markers
of subject agreement, tense, and aspect remain in their base-generated positions in
front of the verb.

(16) FinP
pro Fin’
/\
Fin TP
T AspP
a /\
Asp MoodP
1 /\
Mood CausP

NN

Caus  Mood Gaus VP

AN PN
v Caus VL
teng s

The reason why they are nevertheless taken to belong to the verbal word is, first,
that they are included in a phonological word with the verb (see Myers 1990), and
secondly, that the sequence beginning with the subject-agreement marker and
ending with the mood marker has the distributional properties of a word. It has
independent distribution—phrasal arguments and adverbials may precede or
follow it—and it cannot be interrupted by phrases, only by non-phrasal adverbials,
such as chimbidzo ‘quickly’ in (17). As we see, such interrupting adverbials are
included in the verbal word, necessarily for distributional reasons.

(17) Ndi-cha-to-chimbidzo-dzok-a. Shona
1sG-FUT-must-quickly-return-REAL
Tl have to come back quickly” (Myers 1990: 90)

For (14), an analysis parallel to (16) goes through, except that the subject marker
in (14) is probably sitting in a Spec below the surface position of the verb. Macaulay
(1993) shows that enclitic subject pronouns in Chalcatongo Mixtec are in comple-
mentary distribution with postverbal DP subjects, and she takes subjects of both
types to be located in Spec of VP. This means that the verb in (14) must have moved
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out of VP, and that the verbal word is made up of a sequence of syntactic heads—
the Tense head, the Aspect head, and a head containing V—followed by a Spec
element—the subject marker.

7.3.6 A Mixed Case

While the languages we have looked at so far all have aspect markers inside tense
markers in the verbal word, there are also languages where tense and aspect appear
on opposite sides of the verb root. Typically, the tense marker then precedes the
root while the aspect marker follows it, as in (18).

(18) Ka-zo pitsi pi-boro-ko. Rikbaktsa
1sG-father cashew NoONPAST-eat-cONT
‘My father is eating cashew nuts’ (Boswood 1978: 22)

On my analysis, the verbal word in (18) is the result of moving the verb to the
Aspect head—see (19). The [V Asp] complex is preceded by the Tense head, which
is not affected by any movement operations.

(19) TP
/\
T AspP
p1 /\
Asp vP
V. Asp A
boro ko

This means that just as in Shona, the verb root in Rikbaktsa forms a syntactic
constituent with the suffixes, whereas the prefixes have a more distant structural
relation to the root.

7.3.7 The Syntactic Nature of Word Formation

The brief discussion of a few selected examples that I have presented here can of
course not do justice to the full range of variation that we see in the verbal
morphology of the world’s languages. It can only give an idea of what the under-
lying syntactic structure of a morphologically complex word might be. Still, the fact
that the verbal morphology of the languages under consideration can get a syn-
tactic explanation is no proof that syntax is the basis of all word formation.
However, in Julien (2002) a survey of 530 languages from 280 genetic groups is
presented, and the conclusion is that languages conform to an overwhelming degree
to the hypothesis that the order of morphemes in morphologically complex words
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is determined by the syntax alone. At least in the domain of verb morphology, the
morpheme orders attested in the 530 languages in the survey can all be derived from
one single underlying syntactic structure by a syntax where movement and adjunc-
tion are always to the left (see also Julien 2003). Closer investigations of alleged
exceptions reveal that in these cases, too, an analysis is possible which is in
accordance with the idea that every morpheme is a syntactic element and its
position in the surface order is a matter of syntax. If the attested morpheme orders
are compatible with the hypothesis that they are derived in the syntax, the most
economical grammar would be one where morpheme ordering, inside and outside
words, is in fact determined by the syntax.¢ Hence, I assume that this is the case.

It should also be noted that in the approach I am sketching here there is no
principled difference between affixes and clitics. Elements of both types are posi-
tioned by the syntax. However, if the syntactic frame that a given element appears in
causes that element always to end up in close relation to another element of one
particular category, the first element will be seen as an affix. By contrast, an element
that appears next to elements of various categories will be seen as a clitic. For
example, an element that is always preceded by a verb-final VP, such as the aspect
marker in (12), is seen as a suffix on that verb. Now imagine a structure that is similar
to (12) except that the VP is not necessarily verb-final. In that case the aspect marker
will follow whatever is the last element in the VP. The aspect marker will then be seen
as a clitic. But crucially, the syntactic properties of the aspect marker will not differ
from what we see in (12). This suggests that the distinction between clitics and affixes
does not go very deep and is not very interesting to the theory of grammar.

7.4 AGREEMENT MARKERS

Having claimed that morpheme order is always determined by the syntax, I must
now point out that there is one inflectional category that does not fit into the
relatively rigid framework that the syntactic approach provides. This category is
agreement. For example, subject-agreement markers can be located higher than the
Tense head, as in (20), where the subject-agreement marker has moved with the
negation to a position in front of the question marker, leaving the tense marker and
the verb root behind.

(20) I-t go manna-n  Oslo-i? Northern Saami
NEG-28G Q go-PAST  Oslo-iLL
‘Didn’t you go to Oslo?

6 See Drijkoningen (1994) on this point.
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In (21), by contrast, the subject agreement marker follows the tense marker and
the marker of grammatical mood, and we would take it to be located low down in
the IP.

(21) seh ya  k-e-m ete Uu. Loniu
3PL FUT POT-NONSG-COmMe€ ANIM.GOAL 1.DU.EX
‘They will come to (visit) us. (Hamel 1994: 113)

Taken together, these examples indicate that subject-agreement markers are not
in a fixed position universally. Moreover, the example in (22), where one subject-
agreement marker is prefixed to the negation while another is prefixed to the verb,
shows that subject-agreement markers are not necessarily associated with a unique
head, not even within one single clause.

(22) An a-pé a-woto kampala. Lango
I  15G-NEG 1sG-go.PERF Kampala
‘T didn’t go to Kampala! (Noonan 1992: 142)

If object agreement is also considered, the picture becomes even more compli-
cated. As noted in Julien (2002), of the 24 theoretically possible orderings of verb
root, tense marker, subject agreement, and object agreement, only four are not
attested; these are OAgr-T-SAgr-V, T-OAgr-V-SAgr, OAgr-T-V-SAgr, and
SAgr—-V-OAgr-T. The 20 other orderings can all be found in one or more
languages.

The variation that we find in the positioning of agreement markers is such that
we have to give up the idea put forth in Chomsky (1993) that clauses contain a
subject-agreement head and an object-agreement head which are located in fixed
positions universally.” Moreover, it appears that the absence of Agr heads does not
only hold for languages with weak Agr, as proposed by Chomsky (1995), but
most likely for all languages. Thus, my proposal is that agreement markers,
unlike markers of other categories, do not in themselves represent syntactic
heads. Instead, agreement features are added to heads that also have some other
content.

Related ideas have been put forward by Halle and Marantz (1993), who assume
that subject-agreement features are added to tense heads, and by Baker (1997), who
proposes that at least in polysynthetic languages, subject-agreement markers
are adjoined to I, object agreement markers to Asp. However, these proposals
cannot capture the full range of variation with respect to the positioning of
agreement markers that we find in the world’s languages (see Julien 2002 for details).
Rather, the location of agreement features must be subject to crosslinguistic
variation.

7 Cf. Tatridou (1990), Speas (1991), Spencer (1992), Mitchell (1994), and Holmberg and Platzack
(1995), among others.
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7.5 AN APPARENT COUNTEREXAMPLE

In section 7.3 I presented some examples of morpheme orders that are all in
accordance with the syntactic approach to word formation. Countless other
examples could have been mentioned from languages all over the world. It is
more interesting, though, to look at cases that appear to pose problems for the
syntactic hypothesis, and see if they can be explained in syntactic terms.

In the following, I will deal with an element that has been pointed to as a
counterexample to the syntactic approach to word formation, namely, the -s
or -st that can be suffixed to verbs in the Scandinavian languages,® and that is
customarily analysed as a passive marker, besides being a marker of reflexive,
reciprocal, and inchoative verbs.®

In section 7.5.1 I show that the position of passive -s(f) is unexpected on the
syntactic approach to complex words. Section 7.5.2 compares the -s(t)-passive to
the periphrastic passive, and I conclude that the two are syntactically different.
Then, in section 7.5.3, I present my analysis of -s(#), according to which -s(¢) is an
argument. In section 7.5.4 I deal with the question that this analysis raises con-
cerning V2 word order, and in section 7.5.5 I point out some welcome consequences
of my analysis. Finally, section 7.5.6 looks briefly at some elements outside Scan-
dinavian that could be taken to have the same syntax as -s(¢).

7.5.1 The Problem
Consider first the three examples of the Scandinavian -s(t)-passive shown below.

(23) Vi plag-de-s av  mygg-en. Norwegian
we annoy-pAasT-s by mosquito-DEF
‘We were annoyed by the mosquitoes.

(24) Hus-et mala-de-s av Kalle. Swedish
house-DEr paint-pasT-s by Kalle
‘The house was painted by Kalle” (Hedlund 1992: 124)

(25) Keisar-inn klce-dd-i-st ny-jum fot-um. Icelandic
emperor-DEF.NOM  dress-PAST-35G-st new-DAT.PL cloth-DAT.PL
‘The emperor was dressed in new clothes” (Anderson 1990: 235)

As we see, the passive -5(t) follows the tense marker, and in Icelandic, even the subject
agreement marker. This is unusual—the normal position for affixed passive markers
is close to the verb root, inside tense and aspect, as in (26), (27), and (28).

8 See, e.g. Holmberg and Platzack (1995: 28, n. 26).
9 The form of this marker is -s in Danish, Swedish, and in some varieties of Norwegian, but -st in
Faroese, Icelandic, and other varieties of Norwegian.
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(26) Uluki hurkeken-du  va:-p-cha-n. Evenki
squirrel boy-DAT kill-pass-PAsT-35G
‘The squirrel was killed by the boy”  (Nedjalkov 1997: 218)

(27) Makiindaa-n ni  tolf-am-t-a. Oromo
car-Nom FOC Tepair-pASS-3FEM-IMPF
‘The car will be repaired” (Owens 1985: 172)

(28) Tom ki?  Pp-yo-m-p-e:. Seri
money DEF 1SG-DIST.REAL-NEG-PASS-give
‘T was not given the money” (Marlett 1990: 516)

Passive markers inside tense and aspect are compatible with the proposal of
Rivero (1990), Travis (1992, 2000), and Kratzer (1996) that the active—passive
distinction is encoded in a Voice head which is located below the heads in the
IP-domain. In (29), I show the structure proposed by Travis, which includes an
Inner Aspect head, encoding telicity, between the Voice head and the VP.

(29) VoiceP

RN

Ext.arg Voice’

N

Voice AspP

RN

Asp VP

Intarg V'

In accordance with the proposals just mentioned, I assume that external argu-
ments are generated in the Spec of the Voice head, which could be identified with
the v head shown in some of the preceding examples. In the passive, a [passive]
feature in the Voice head precludes the insertion of a visible argument DP in Spec
of VoiceP.

In thislight, the position of the suffixed - s(t) in (23), (24), and (25) is a problem. If it
is a realization of the Voice head, the syntactic approach to morpheme order predicts
that it should be positioned inside the tense marker, not outside it. Alternatively, it is
not a realization of the Voice head. This is what I will argue in the following.

7.5.2 The Two Passives in Scandinavian

In Scandinavian, besides the -s(f)-passive there is also a periphrastic passive
construction, which clearly involves the Voice head since it only affects verbs that
have an external argument (see Afarli 1992). In Norwegian, the periphrastic passive
is thus grammatical with the transitive agentive verb skrive ‘write’ in (30a) and with
the transitive perception verb se ‘see’ in (30b).
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(30) a. Brev-et ble skrev-et av  meg. Norwegian
letter-pEF became write-pTCc by me
‘The letter was written by me’

b. Katt-en ble se-tt av  Lina.
cat-DEF became see-prc by Lina
‘The cat was seen by Lina’

The periphrastic passive also goes well with unergative verbs, like banke ‘knock’ in
(31). However, as (32a) shows, it is ungrammatical with fa ‘get’, although fd is fully
acceptable with the -s(#)-passive, as (32b) demonstrates.

(31) Det  bli-r bank-a pa dor-a. Norwegian
EXPL become-prEs knock-prc on door-DEr
‘There is knocking on the door. (Afarli 1992: 107)

(32) a. *Tomat-er bli-r na fa-tt  ar-et rundt. Norwegian
tomato-PL become-PRES now get-PTC year-DEF round

b. Tomat-er  fd-s na  ar-et rundt.
tomato-pL get-s now year-DEF round
‘Tomatoes are now available all year round’

More generally, two-place verbs with benefactive subjects and two-place stative
verbs with experiencer subjects allow the -s(f)-passive but not the periphrastic
passive (Ledrup 2000). A verb of the latter type is fole ‘feel’, shown in (33).

(33) a. Bulk-en  fole-s ikke i det hele tatt. Norwegian
dent-pEF feel-s not atall
‘The dent is not noticeable at all” (Ledrup 2000: 47)

b. *Bulk-en  blir ikke  fol-t i det hele tatt.
dent-DEF becomes not feel-prc at all

Furthermore, an unaccusative verb like dp ‘die’ can be used with the -s(t)-passive
and still retain its non-agentive meaning. An example is given in (34).

(34) Det do-s altfor mye  her i  sogn-et. Norwegian
expL die-s too  much here in parish-DEr
‘People die too much in this parish. (Enger 2000: 11)

When used in a participial passive, the same verb can only have an agentive
reading, as in the example in (35).

(35) I denne opera-en blir det  do-dd  flere gang-er
in this opera-DEF becomes EXPL die-pTC several time-pL
hver  kveld. Norwegian

every night
‘In this opera, there is dying several times every night.
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I take the contrast between the agentive dp and the non-agentive do to mean that
some intransitive verbs allow their single argument to be generated either as an
external argument or as an internal argument. That is, I assume with Baker (1997)
and contra Borer (1998) that there is a tight connection between thematic roles and
syntactic structure, as indicated earlier in (29). It follows that in (35), do has
unergative syntax.

The generalization that can be drawn from the above facts is that the -s(¢)-
passive but not the periphrastic passive is compatible with verbs that lack an
external argument. Unaccusative verbs obviously lack external arguments. Con-
cerning verbs with benefactive subjects (i.e. verbs of possession and the like), Kayne
(1993) proposed that have is a raising verb, and I assume that its inchoative
counterpart fa ‘get’ and other verbs of possession have basically the same syntax.
As for stative verbs with experiencer subjects, Pylkkdnen (2000) argues that stative
psych causatives have two internal arguments.

I conclude that the passive -s(f) is not a realization of the Voice head. Hence,
I claim, contra Afarli (1992), that the -s(#)-passive has an entirely different syntax
from the periphrastic passive, which involves a [passive] Voice head. If this is
correct, the position of -s(#) outside the tense marker need not be a problem.

7.5.3 The Syntax of -s(¢)

Let us then consider the syntax of the element -s(f) in more detail. We have seen
that when it appears on a finite verb it is the last element of the verbal word,
following tense and agreement markers. If -s(f) represents a syntactic head, its
position in finite verbs suggests that the head in question is at least higher than
Tense—recall that agreement markers arguably do not represent separate syntactic
heads. However, if an auxiliary is present in a construction with -s(¢), the auxiliary
carries tense while -s(f) attaches to the main verb, as shown in (36).

(36) Genser-en ma-tte prove-s  pa. Norwegian
sweater-DEF  must-PAST  try-s on
“The sweater had to be tried on.

The morpheme order in this example suggests that -s(¢) is below Tense as well as
below the auxiliary. The paradox just presented forces the conclusion that -s(t)
does not represent a head in the verbal projection line. If -s(¢) has a syntactic reality
at all, it must receive an analysis along the lines of Hedlund (1992), who proposes
that the passive -s(f) is a subject, sitting in Spec of VP.

My proposal is that -s(f) is a pronoun-like element which can, in principle, be
inserted in any argument position in ¥P (which I use as a cover term for extended
VPs of all types, including VoicePs). However, its features must be defective, since
it is syntactically inert—it does not enter into agreement or attraction relations.
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As for its reference, when it is generated as the highest argument it gets a default
arbitrary interpretation, comparable to arbitrary PRO or the Mainland Scandi-
navian non-specific pronoun man ‘one. Thus, as many authors have noted,
‘passives’ formed with -s(f) can be paraphrased with the corresponding active
clause featuring man as subject.

Many authors have also noted that -s(t) apparently absorbs a theta role. This
follows if -s(#) occupies an argument position. It is less clear whether -s(f) gets
structural case. If it does, the case in question must be accusative, since another
argument (or argument chain) will get nominative. The following Icelandic
example, which seems to indicate that both nominative and accusative are available
to elements other than -s(¢) in -s(t)-constructions, must then receive some other
explanation—for example, that the accusative case seen here is not structural.

(37) Hann otta-st mann-inn. Icelandic
he.NoMm fear-st man.ACC-DEF.ACC
‘He fears the man. (cf. Anderson 1990: 246)

A consequence of the poor feature content of -s(t) is that it will not be attracted
to the surface subject position even if it is generated as a thematic subject. Instead,
some other argument will become the surface subject, as in the examples already
given, or alternatively, an expletive will be inserted, as in the examples below.

(38) a. Det  hor-te-s en gjok. Norwegian
EXPL hear-pAsT-s a cuckoo
‘A cuckoo was heard’
b. Det  danse-s ofte  der.
EXPL dance-s often there

‘People often dance there’

It is also possible for -s(#) to be inserted in a lower argument position, so that it is
c-commanded by a higher argument inside the same »P. In such cases, the reference
of -s(f) is determined by the higher argument, and the result is a reciprocal
construction, as in (39a), or a reflexive construction, as in (40a)—compare these
constructions to the alternative formulations in (39b) and (40b).

(39) a. De mpot-te-s hver onsdag. Norwegian
they meet-PAST-s every Wednesday
‘They met every Wednesday’
b. De mpt-te hverandre hver onsdag.
they meet-pasT each.other every Wednesday

‘They met every Wednesday.

(40) a. Vi skjemme-s. Norwegian
we shame-s
‘We are ashamed.
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b. Vi skamme-r  oss.
we shame-PRES us(REFL)
‘We are ashamed’

In Swedish, a few verbs even allow for an -s(f) object with independent reference.
An example is given in (41).

(41) Hund-en bit-s. Swedish
dog-pEF  Dbite-s
‘The dog bites (people).

In these cases, the -s(f) argument is necessarily [+human] (Hedlund 1992). It is
therefore possible that -s(f) here is endowed with a [+human] feature, and that
this is what prevents it from picking up the reference of the subject. It must then
be a lexical property of the verbs in question that they accept a [-++human] -s(¢)
object.

Finally, there are verbs where an added -s(f) appears to be non-thematic
(Anderson 1990; Hedlund 1992). Some of these verbs are inchoative, as in (42),
while others are psych verbs, as the example in (43).

(42) Han har elde-s. Norwegian
he  has age.ptc-s
‘He has aged’

(43) Kalle vanda-s infor  tenta-n. Swedish
Kalle dread-s before exam-DEF
‘Kalle dreads the exam. (Hedlund 1992: 140)

I will nevertheless suggest that -s(t) fills an argument position even here. Note that
the verbs in question do not have counterparts without -s(). For the inchoative
verbs, it is possible that -s(f) represents an unspecified causer, which must be
present for the verb to be inchoative. Concerning psych verbs, they are known to
have a rather complicated syntax (see, e.g., Pylkkdnen 2000 for a recent treatment).
Sometimes nominal elements show up whose function is rather unclear. Compare,
for example, the two constructions in (44). While (44a) involves a subject theme
and an object experiencer argument, (44b), with a subject experiencer, contains an
additional reflexive pronoun that appears to have syntactic relevance for the
argument structure since the theme is now realized as a PP.

(44) a. Hun bekymre-r  meg. Norwegian
she  worry-prRES me
‘She worries me.

b. Jeg  bekymrer meg for  henne.

I worry-pRES me(RErFL) for her
‘T worry about her’
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Leaving details aside, I therefore assume that -s(#) always fills a nominal position
in vP, and that it cliticizes onto the verb after the verb has moved out of that vP.
More precisely, I take the verb to move to the Tense head, so that the tense marker
ends up as a suffix to the verb. With invisible projections omitted, the situation is
then as in (45).

(45) P
45 '

PN

N T stV
Anderson (1990) argues that the inflectional markers in -s(f)-verbs are added
after-s(t), since certain inflectional markers are deleted in front of -s(f)—in
particular, the -r that marks present tense in Mainland Scandinavian and that
appears in various places in the verbal paradigms of Faroese and Icelandic. However,
although this is a reasonable conclusion from a Lexical Phonology point of view,
according to which an element added postlexically should not influence elements
that are added on an earlier cycle, it does not follow if we assume that phonological
features are introduced at Spell-Out (Halle and Marantz 1993, 1994). On the latter
approach, the form of a morpheme can be affected by any other morpheme in
its environment.

7.5.4 The Derivation of Verb Second in Scandinavian

An apparent problem with the analysis of -s(¢) that I have just sketched is that -s(#)
moves with the verb to the second position, as (46) demonstrates.

(46) Klokk-a  sju apne-s dor-e-ne her. Norwegian
clock-DEF seven open.PREs-s door-pL-DEE here
‘At seven o’clock the doors are opened here’

However, so do reflexive particles in Swedish; see (47).

(47) Da  satte sig Kalle i  soffa-n. Swedish
then sat.past 3.RErL Kalle in sofa-DEF
“Then Kalle sat down in the sofa.

Moreover, several focus sensitive adverbs are known to yield exceptions to the
verb-second order (see Nilsen 2002); an example is given in (48a). It seems clear
that the sequence intervening between the first constituent and the verb here is too
big to be a clitic on the verb, which is how Egerland (1998) analyses the focus
element bare ‘only’. But notably, when bare precedes the finite verb, as it does here,
it only takes scope over that verb. Thus, [rett og slett bare varmal] appears to be a
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constituent in this case. Also compare (48a) to (48b), where bare takes scope over
the object or over the whole IP.

(48) a. Da  rett og slett bare varm-a hun  supp-a. Norwegian
then simply only heat-past she soup-DEF
‘Then she simply just heated the soup (i.e. she didn’t make the soup)’
b. Da  varm-a hun  rett og slett bare supp-a.
then heat-rast she simply only soup-DEF

‘The only thing she heated then was simply the soup.
or ‘All she did then was simply heat the soup’

These facts indicate that V2 in Scandinavian is the result of fronting a phrase that
contains the verb and, optionally, focus elements and reflexive particles (Nilsen
2002 draws a similar conclusion).!® I would suggest that the fronted constituent is
TP. Since arguments are not moved along, Scandinavian must then underlyingly be
like Dutch and German, where arguments and adverbials precede the infinitival
marker, which probably is no lower than T (cf. Kayne 1994: 52). The Dutch example
in (49) illustrates this point.

(49) Jan probeert elke  dag {een/de} kikker te kuss-en. Dutch
Jan tries every day a/the frog  to kiss-INF
‘Jan tries to kiss a/the frog every day’

In the corresponding Scandinavian construction, the infinitival marker and the
verb precede the object, as in (50).

(50) Jan prov-er d kysse {en frosk/frosk-en} hver dag. Norwegian
Jan try-pRES to Kkiss a  frog/frog-pEF every day
‘Jan tries to kiss a/the frog every day’

That is, the fronted phrase minimally crosses over the objects. In embedded
clauses it moves no further, but in root clauses it moves up to the position
following the topic. That is, unless a finite auxiliary is present, in which case the
auxiliary moves, as can be seen in (36) and in (51).

7.5.5 Some Welcome Consequences of the Analysis

Several properties of the so-called -s(¢)-passive can be explained on the assumption
that -s(¢) is the thematic subject. Inter alia, the -s(t)-passive is known to have modal
effects. For example, the auxiliary skal ‘shall’ has a deontic modal reading in
the -s(f)-passive in (51a) but a future reading in the periphrastic passive in (51b).

10 This idea is also reminiscent of the proposals put forth by Hréarsdéttir (20004, b) for Icelandic
and by Taraldsen (2000) for Norwegian that the VO order results from remnant VP-fronting.
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(51) a. Brev-et skal  sende-s. Norwegian
letter-pEr shall send-s
“The letter must be sent.

b. Brev-et skal  bli send-t.
letter-pEr shall become send-prcC
‘The letter will be sent.”  (Vinje 1987: 136)

On the deontic reading of shall, there must be a bearer of the obligation. In the
-s(t)-construction in (51a), the thematic subject -s(#) is a suitable candidate.!! In the
periphrastic passive in (51b), by contrast, there is no potential bearer of the
obligation, and consequently, skal gets a future interpretation.!2

The auxiliary vil ‘will’ is also ambiguous between a temporal and a modal
reading in Norwegian. This is illustrated in (52a). However, future vil is necessarily
a raising verb. When vil has its own external argument, only the modal reading
survives, as (52b) shows.

(52) a. Hun wvil overfore penge-ne til min konto. Norwegian
she will transfer money-pEF to my  account
‘She will/wants to transfer the money to my account.

b. Hun wvil at  penge-ne skal  overfore-s til min  konto.
she wants that money-peEr shall transfer-s tomy account
‘She wants the money to be transferred to my account.

In (53a) vil can be seen as a raising verb, with its surface subject originating as an
argument of the lower verb. Consequently, vil can be interpreted as a tense marker
here. As indicated, a modal interpretation, with the surface subject of vil as the
controller of a lower argument, is also possible, but for pragmatic reasons this is
not the most natural interpretation in this case. But interestingly, when the
complement of vil is headed by a verb with -s(f), as in (53b), the modal interpret-
ation of vil is forced upon us.

(53) a. Penge-ne vil bli overfor-t til din  konto. Norwegian
money-DEF  will become transfer-pTc to your account
‘The money will (or wants to) be transferred to your account.
(after Hegge 2004)

b. Penge-ne vil  overfore-s til din  konto.
money-DEF  will transfer-s to your account
‘The money wants to be transferred to your account.

11 In Nynorsk Norwegian, the -s(f)-passive is only considered good after modals. The reason may
be that the arbitrary reference of the -s(t)-subject requires an intensional context in this variety.

12 The presence of a ‘non-speaker intention’ in -s(f)-passives that Heltoft and Falster-Jacobsen
(1995) point to can probably be explained along similar lines.
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Apparently, the presence of -s(#) on the lower verb blocks the raising analysis of vil,
which goes with the future tense interpretation. More precisely, either the surface
subject of future vil must be the thematic subject of the lower verb, as is the case
when vil gets a future tense interpretation in (524), or else the thematic subject of
the lower verb must be absent, as in the future tense interpretation of (53a). Now if
the thematic subject of the lower verb is actually present in (53b), in the form of the
clitic -s, we have an explanation for the fact that only the modal reading of vil is
possible here.

A similar effect of the argument nature of -s(t) is seen in (54). It seems clear that
in (544a), the surface subject of the higher verb forsokte ‘tried” controls the surface
subject and thematic object of the embedded predicate bli omvald ‘be re-elected,
since the thematic subject of that predicate is missing. But in (54b), the thematic
subject of the embedded predicate is -s, and consequently, the reading we get is
something like ‘the representative tried people to re-elect him’, which is incoherent.

(54) a. Representant-en forsok-te  bli om-val-d. Swedish
representative-DEF  try-PAST become re-elect-pTC
‘The representative tried to be re-elected.” (Engdahl 1999: 7)
b. ??Representant-en  forsok-te om-vilja-s.
representative-DEF  try-PAsT re-elect-s
‘The representative tried to be re-elected.

Moreover, as Hedlund (1992) notes, there is no imperative with the -s(¢)-passive,
although the imperative is compatible with the periphrastic passive—witness the
contrast between (55a) and (55b).

(55) a. Bli inte ran-ad i  Chicago! Swedish
become not rob-prc in Chicago
‘Don’t get robbed in Chicago!” (Hedlund 1992: 125)
b. * Rana-s inte i  Chicago!
rob-s not in Chicago

The imperative requires a second-person recipient of the command. This require-
ment is met in (55a), but not in (55b), where -s interferes, so that the reading we get
is comparable to ‘Don’t they rob you in Chicago!’. Hence, the imperative is not
felicitous here.

I conclude that -s(f) has certain subject properties in -s(f)-passives. This is also
suggested by the fact that subject-oriented adverbs in these constructions appear to
target -s(t), while in periphrastic passives they target the surface subject, if they are
possible at all (see Hedlund 1992; Engdahl 1999). As for the agentive PP that is seen
in some of the -s(#)-passives above, I would suggest that the relation between -s(¢)
and the PP is comparable to clitic doubling. For space reasons I cannot go into that
here, however.
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7.5.6 A Look Outside Scandinavian

Allegedly, passive elements appearing outside the verbal inflection is not only
found in Scandinavian. The sja-marker in Russian, for example, has properties
which might be taken to suggest that it is syntactically similar to the Scandinavian
-s(t). In (56), we see that -sja comes last in the verbal word and that it allows an
agent-oriented adverb.

(56) Dver’ spesialno  ne  otkry-va-la-s. Russian
door on.purpose not open-IMPF-PAST-Sja
‘The door was not opened on purpose. (Borik 1998: 18)

And indeed, Borik (1998) suggests, albeit somewhat hesitantly, that -sja could be
analysed as an argument. On my view, the example in (57) supports this analysis,
since -sja here appears to represent an internal [+human] argument that is not
coreferential with the subject, just like the Swedish -s in (41).

(57) Sobaka kusa-et-sja. Russian
dog bite-PRES.35G-sja
‘The dog bites (people).” (Enger and Nesset 1999: 37)

The argument analysis is also mentioned by Noonan (1994) in his discussion of
the so-called impersonal passive in Irish, which is formed by adding to the verb an
agreement marker that is different from any other marker in the paradigm and that
appears to represent an unspecified subject; see (58).

(58) Buail-eadh le buidéal e. Irish
hit-pAsT.PERE.IMPERS with bottle  him
‘He was hit with a bottle, (Noonan 1994: 286)
or ‘Someone hit him with a bottle’

Noonan rejects the argument analysis, though, on the grounds that the impersonal
marker cannot be an antecedent for pronouns and anaphors, as (59) demonstrates.

(59) *Glan-tar an duine  féin. Irish
wash-PRES.IMPERS the person self
(Intended meaning: ‘One washes oneself. (Noonan 1994: 288)

Now in Scandinavian, too, we see a contrast in this respect between the passive
-s(t), which cannot be the antecedent of an anaphor—see (60a)—and arbitrary
PRO, which can—see (60b). This is unexpected if the passive -s(f) is an argument
with arbitrary reference.

(60) a. *Det vask-es seg sjol. Norwegian
EXPL wash-s 3.REFL self
b. Det er best PRO d vaske seg sjol.
EXPL 1is best to wash 3.REFL self

‘Washing oneself is best.



234  MARIT JULIEN

It can be explained, however, if we assume with Frampton and Gutmann (2000)
that a Tense head can attract a default phi feature if necessary. Thus, the non-finite
embedded T in (60b) attracts a third-person feature, shares it with PRO, and
ultimately with the reflexive. The reference of the passive -s(f), which bears no
relation to Tense heads, cannot be narrowed down in this way, and consequently, it
is not specific enough to be shared with an anaphor. The same reasoning is valid, I
believe, for the Irish impersonal passive marker. Hence, it is possible that this
marker represents a non-specific argument after all.

7.6 THE REALITY OF WORDS

I have argued in this chapter that words are simply morpheme sequences that
happen to share certain distributional properties. In principle, these properties are
accidental—there is no component of the grammar that specifically produces
words. Nor does the grammar make reference to words as such. Below the phrase
level, grammar makes reference only to morphemes. Starting with individual
morphemes, the grammar can produce complex syntactic heads, which necessarily
have word properties, but it can also produce other morpheme sequences that we
may or may not see as words.

Still, there seems to be no doubt that words do somehow exist. Notably, the term
“word” is perfectly meaningful even to those who have no linguistic training. As
pointed out by Sapir (1921) and by numerous researchers after him, words are
psychologically real. (There are, however, languages where no word corresponding
to the English word is part of the everyday vocabulary—see Dixon and Aikhenvald
2002.)

However, the psychological reality of words, and the lack of awareness of word-
internal morphemes that is also often noticed, need not mean that the elements
that are commonly termed words are grammatical entities or that they form a
homogeneous class in any theoretically interesting way. Popular classifications are
not necessarily tenable in science—recall that whales and fish were once taken to
form a class. In my view, the class of words is just as spurious.

The psychological reality of words is probably a consequence of their distribu-
tional properties: since words are the minimal morpheme strings that can be used
as utterances and that may be permuted more or less freely, words are the minimal
linguistic units that speakers can manipulate consciously. It is therefore no surprise
that speakers are generally aware of words. Word-internal morphemes, by contrast,
cannot be consciously manipulated in the same way, and consequently, word-
internal morphemes are less salient than words in the awareness of speakers.
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CHAPTER 8

1...3—2

PETER SVENONIUS

8.1 INTRODUCTION

This chapter is about basic word order, morphology, and their relationship to
movement. [ examine some cross-linguistically pervasive word-order tendencies in
which the hierarchical structure is reflected in left-to-right order (1-2-3) or right-
to-left order (3-2-1) or in a mix of the two (1-3-2). I show that for a wide variety of
constructions in a wide variety of languages, there are basic asymmetries in these
patterns, for example the relative scarcity of 2-3-1 orders and the tendency for right-
to-left orders (2-1 and 3-2) to involve obligatory adjacency: optional adjoined
material may intervene in left-right orders, but not in right-left orders, so that
for example an adjunct X may appear in the pattern 1-X-3—2 but not in *1—3-X-2;
hence the title of the paper, 1...3-2.

There are different ways to try to capture these ordering patterns; I explore one
way, which is to extend the Minimalist theory of phrasal movement, involving
probes and goals and feature-checking. This necessitates the introduction of strong
features to drive overt movement, and sometimes the postulation of null functional
heads to bear those features. I suggest that there are some positive consequences to
these results, as opposed to the alternatives. One such positive consequence is a set
of correct predictions about word-order typology, especially in conjunction with
observed patterns of morphology.

Thanks to Gillian Ramchand and Kristine Bentzen for discussion and comments on an earlier draft.
1 have also benefited from conversations with Klaus Abels. Thanks also to an audience in Umea where
some of this material was presented in spring 2005.
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8.1.1 Phrase Structure and Movement

Mainstream work has long recognized three types of movement, namely A-move-
ment, A'-movement, and head-movement (cf. e.g. Rizzi 1990). Recent develop-
ments, however, have seen an increasing simplification of the base phrase structure
rules (Kayne 1994; Chomsky 1995; Brody 1997) and, concomitantly, an increasing
reliance on movement to derive basic word orders. The relationship of these
movements to classical A, A, and head-movement has generally remained unclear.
For example, the basic word order of Dutch embedded clauses in many cases
involves O—Aux—V, as illustrated in (1); if the base-generation rules are maximally
simple, then the object is underlyingly adjacent to its selecting verb, so something
has moved.!

(1) ...dat Jan het boek kan lezen. Dutch
that Jan the book can read
‘...that Jan can read the book.

Another example which raises related questions for the canonical analyses of
movement is that given in (2).

(2) ...at  Jens helt ma  forsta oppgaven. Norwegian
that Jens completely must understand the.assignment
‘... that Jens must completely understand the assignment.

Here, the adverb helt ‘completely’ modifies the VP ‘understand the assignment,
and does not include the modal md ‘must’ within its scope; but it precedes the
modal. An analysis which moves the adverb to the left from an English-like
position would not clearly fall into the classical typology of movements.2

In fact, if the core empirical claims of Kayne (1994) are correct, then there are no
specifiers, adjuncts, or heads to the right; this has led to a great number of analyses
postulating remnant and roll-up movements which are not clearly A, A’, or head-
movements. For example, the German V-Aux order in (3) must involve VP-
movement to the left of the auxiliary.

(3) ...weil er das Buch gekauft hat. German
because he the book bought has
‘...Dbecause he has bought the book.

Here I will suggest that a Minimalist theory of movement can elegantly handle all
these cases, given one simple assumption: there are licensing probes for selec-

1 Cf. Evers (1975) and Haegeman and van Riemsdijk (1986) for early analyses in terms of verb
movement; see Koster (1994), Zwart (1996, 1997), Koopman and Szabolcsi (2000) for antisymmetric
analyses involving DP-movement; see E. Kiss and van Riemsdijk (2004) and Wurmbrand (to appear)
for an overview and additional references.

2 See Nilsen (2003) and Bentzen (2005), discussed in more detail in section 8.4.2.
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tional features which are postulated by the learner in cases where canonical
positions involve surface adjacency of a functional head and the head of its
selected complement. That is, a learner exposed to a string X-Y will under
certain conditions assume a strong feature on a head F which ensures surface
adjacency of X and Y in canonical configurations (or in some cases a pair of
functional heads F and G). The strong feature will then always be present, even if
X or Y happens to be null, and may have discernible effects on word order. This
is crucially different from a surface adjacency constraint on X and Y. The natural
assumption, then, is that learners are not at liberty to postulate surface-adjacency
constraints; apparent surface-adjacency constraints are always the result of
overt feature-checking. I return to the question of where adjacency holds in
section 8.5.

8.1.2 An Itemization of Orderings

Given any three hierarchically ordered elements, where 1 is the highest and 3 the
lowest, there are six logically possible orderings. For example, C[omplementizer]
universally dominates T[ense], and T universally dominates V[erb], within a single
clause, so that a language exhibiting C-T-V order (as in English that (it) will rain)
can be characterized as exhibiting 1—2—3 order for these three elements (but without
obligatory adjacency, so that one could also write 1...2...3). A language like
German has 1-3—2 (or 1...3-2; dass (es) regnen wird ‘that (it) rain will’), and a
language like Japanese has 3—2—1 ((ame ga) fu-ru to ‘(rain Nom) fall-NonpasT C).
The logical possibilities are given labels as in (4).

(4) a. 1—2-3 Straight
b. 1-3—2 Curl
¢. 32-1  Roll-up
d. 3-1—2 Skipping
e. 2-3-1 Constituent Fronting or Sinking
f. 2-.1-3 Hopping

All these options exist in natural languages. For example, a simple wh-extraction in
English like What time will it start? involves, at the same time, Skipping, 3-1—2
(3 being the wh-expression, and 1—2 being it start); Constituent Fronting, 2—3-1
(where 2—3 is what time and 1 is any of the elements crossed); and Hopping, 2-1-3
(where 2 is the modal will and 1 is the subject), among other orders.

However, these examples involve A’-movement, which is not the focus of this
chapter. I concentrate here on what Greenberg (1963) called basic or “dominant”
word orders, the most information-neutral word orders. When these are examined
carefully, certain patterns emerge in which the Straight, Curl, and Roll-up orders
have a special status.
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8.1.3 Suffixes and Head Movement

It is widely assumed that suffixal morphology may attach to a verb through head-
movement (see Julien 2002b, ch. 2 for extensive discussion).> Such movement
leaves unaltered the relative order of other material in the clause; hence a language
in which the verb moves to T would have the basic order VO if the object is licensed
lower than T, as illustrated in (5).

TP
(5)
DP
—_
subject T AspP
N /\
Asp T tay VP
RS N
V  Asp ty DP
—_
object

Other assumptions about morphology make different predictions concerning basic
word order. Bobaljik (1995, 2003) argues that morphology can be realized on an adj-
acent head (by morphological merger, cf. Embick and Noyer, in this volume), where
Asp and V would be adjacent without movement in a tree like the one underlying (5),
but T and V would not. On Bobaljik’s proposal, suffixal Asp would not require
V-movement, but suffixal Twould be possible only after movement at least to Asp.
Adger (2003: 170) suggests that English verbal inflection is the realization on a low
head (v) of inflectional features which are checked by an Agree operation. The effects
are broadly compatible with the empirical motivations behind Bobaljik’s proposal: if
the agreeing features are subject to locality, so that, for example, tense features cannot
be checked on V across an intervening aspectual node, then Bobaljik’s results are
preserved in that a verb will not be able to bear both T and Asp suffixes without
movement. The idea that verbal inflectional features can be instantiated under an
Agree relation is strongly supported by the study in Wiklund (2005) of tense-and
aspect-copying constructions in Swedish. She shows that a tense or aspect feature can
be copied from one verb to the next, but never across an intervening verb which
does not share the same tense or aspect feature, as shown in (6), from Wiklund
(2005: 29) (using her abbreviations, ppc for past participle and INF for infinitive).

(6) a. Han  hade velat hinna komma hit.
he had wanted.ppc manage.INF  come.INF here
‘He had wanted to manage to come here’
b. Han  hade velat hunnit komma hit.
he had wanted.ppc managed.pPc come.INF here

3 Head-movement has come under great scrutiny recently; see e.g. Koopman and Szabolcsi (2000)
and Mahajan (2003) for discussion. I will return to alternatives in section 8.1.7.
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c¢. Han hade velat hunnit kommit hit.
he had wanted.ppc managed.ppc come.ppc here
d. *Han hade velat hinna kommit hit.

he had wanted.ppc manage.INF  come.ppPCc here

Each of these examples means the same thing; the participial morphology only
reflects a single perfect operator, even when it is repeated on two or three heads.
Despite such examples, I assume that morphemes are normally direct reflections of
the functors that they reveal to be present; evidence is provided throughout this
chapter. However, examples like (6) suggest that other options are possible, in
morphology, and at times in what follows I will suggest that something like Agree
(or morphological merger) is responsible for morphological marking on a head, as
it apparently is in (6b—c), at least.

8.1.4 Suffixes in OV Languages

Julien (2000, 2001b, 2002, this volume) and Holmberg (2000) propose phrasal-
movement analyses for certain cases of suffixal morphology, analyses which are
compatible only with OV word order. Specifically, they argue that many cases of
suffixation involve phrasal movement to the left of a functional head. For example,
Julien’s (2002b: 116) analysis of the Lezgian sentence in (7) is depicted in (8).4

(7) Baku.d-a irid itim giillle.di-z  agqud-na-lda. Lezgian
Baku-1NEss seven man.aBs bullet-paT take.out-AOR-EVID
‘They say that in Baku seven men were shot.

(8) TopP

A
Bakuda

“n Bakw®  Top EvidP
Evid’
PN
EVld t’[‘p
vP T -lda
‘EVID’
T typ
irid itim giillediz aqud- |

-na
AOR

‘seven men bullet take.out-’

4 Retaining Julien’s glosses, which are retained from Haspelmath (1993: 148), for INEss[ive],
ABs[olutive], paT[ive], AOR[ist], and EvID[ential].
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The tense marker will be adjacent to the verb only if independent factors conspire
to make the verb phrase head-final; thus, a language in which the object normally
follows the verb in VP cannot avail itself of this option. Parallel considerations hold
for the adjacency of the tense marker and the evidentiality marker.

Similarly, in Holmberg’s (2000) analysis of Finnish, auxiliaries may follow the
verbs they select only if the verb phrase is verb-final, as illustrated in (10) for the
sentence in (9) (from Holmberg 2000: 141-2).5

(9) Milloin Jussi romaanin kirjoitta-nut  ol-isi?
when  Jussi novel write-PERF  be-COND
‘When would Jussi have written a novel?’

(10) TP
AuxP T
/\
T tAuxP
AspP Aux’ e
/\ A <N COND
ux t AspP
VP Asp’ |
ol-

— As t 'be’
romaanin kirjoitta- |p VP

| o
novel write _nut
PERF

If the participial affix -nut must be adjacent to a verb, then a language will only
have this sort of option if the object (and other material to the right of the verb)
moves (or stays) out of the way. Alternatively, there might be a combination: head-
movement, morphological merger, or feature-checking to combine the inflectional
suffixes with the verbal stems, but phrasal movement to place the inflected verbs to
the left of their auxiliaries.

Here I develop a related account. However, note that the adjacency condition
between an auxiliary and its complement is not absolute; it is disrupted by V2, for
example, or by VP-fronting. This motivates a kind of feature-checking analysis
over a morphological analysis, at least for the auxiliaries. Surface adjacency is
important at least as the cue that checking is overt. Otherwise, in a language like
English, where an auxiliary is regularly non-adjacent to the verb at the surface
(whenever there is an adverb in between), checking between the verb and the
auxiliary might be considered to be covert.

These selectional feature-checking movements can then be largely unified with
classical A-movement; for example, only a verb with the correct morphosyntactic
features can be attracted, and only the nearest such verb can be attracted. Differ-
ences between checking of selectional features and classical A-movement, I suggest,

5 Glossing the tense-mood and participial suffixes with conb[itional] and pERr[ective],
respectively; cf. Holmberg et al. (1993).
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have to do with differences between case and tense—aspect features. For example, in
a sequence of auxiliaries, each can be considered to check the morphosyntactic
features of its verbal complement, leading to a strict locality in which no verb
crosses two auxiliaries; but a DP object might find its case-licenser relatively high
up in the Mittelfeld (cf. Haeberli 2002), in which case it might cross several
auxiliaries to get there.

8.1.5 Prefixes and VO

If a language has a functional head that is proclitic to the verb (suppose for the
moment that that simply means “left-adjacent”), and if it has adverbs or other
material which merge in the functional space between the prefix and the verb, then
it must develop strategies to get the verb past that material. One possibility would
be head-movement to a position just below the functional head in question. For
example, if an aspectual head were prefixal, this might motivate a functional head F
attracting the verb, as illustrated in (11); the Asp—V sequence would not be a
constituent, and could not head-move further. The label “Asp adverb” is meant
to suggest “adverb which must merge above Asp, in the space between Asp and T”;
similarly for “V adverb”.

(11) TP

AdvP AspP
—_—
Asp adverb Asp EP

N

N AdvP VP
Vadverb tv DP

If right-adjunction is not an option for head-movement, then sequences of more
than one prefix would have to be combined through phrasal movement. For
example, F in (11) might attract the whole VP, and then another functional head
below T could attract the AspP.

On independent grounds, Rackowski and Travis (2000) and Pearson (2000)
propose analyses of Malagasy clause structure in which phrasal projections of the
verb move leftward, as sketched in (13) for the sentence in (12); Malagasy has



246 PETER SVENONIUS

prefixal morphology, so these movements might actually be motivated, at least
ontogenetically, by the prefixes.6

(12) M-an-asa lamba  tsara foana  Rakoto. Malagasy
PRES-AT-wash clothes well always Rakoto
‘Rakoto always washes clothes well’ (Rackowski and Travis 2000: 120)

(13) FocP

T’I_‘ i : AdVP tvp
-[s]asa lamba _
¢ , tsara
wash clothes o
well

The idea here is that the prefixal morphology signals to the learner that there are
functional heads below the prefixes, attracting the selected feature. I have not depicted
the heads responsible for movement. They would be “strong” heads of the sort
standardly assumed to force overt movement. They would attract the categorial
feature selected for. The strong value of the head I have labelled “Foc” does not
seem to be associated with a prefix and therefore falls outside the discussion.

As Rackowski and Travis and Pearson note, higher adverbs such as generally and
already precede the verbal complex and show left—right order, with the higher preced-
ing the less high. If the order of adverbs in Italian is represented as in (14), then that in
Malagasy can be schematized as in (15) (orders must generally be determined pairwise,
and sentences with very many adverbs are typically degraded).

(14) Italian adverb order (Cinque 1999)

1 2 3 4 5 6
generalemente > gia > piil > sempre > completamente > bene
generally already anymore always  completely well

6 The verb sasa ‘wash’ is prefixed by a prefix an- which indicates that the topic is an agent (cf.
Guilfoyle et al. 1992; Travis 2000), hence the gloss ‘AT, and by an inflectional prefix -, which I gloss
‘PrES’ for ‘present’, following Keenan (2000). The assumptions made here about the exact position of the
adverbs can be questioned; what is important is that each verbal head becomes adjacent to the one below
it, without changing relative order with it, by virtue of the F heads (not depicted) below the verbal heads.
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(15) Malagasy adverb order (Pearson 2000; Rackowski and Travis 2000)

1 2 6 5 4 3
matetika > efa > V < tsara < tanteraka < foana < intsony
generally  already well completely  always  anymore

Clearly, this represents the three most common orders, 1—2—3 (if only the highest
part of the sequence is considered), 3—2—1 (if only the lowest part is considered),
and 1—3—2 (a sequence in which 1 is a high adverb, 2 is a medium-level adverb,
and 3 is a low adverb). On the analysis here, the adverb sequences are epiphe-
nomenal, the result of feature-checking-driven movement of verbal projections.
Not every finite Malagasy verb has two overt prefixes; since the adverb orders
remain the same even when the inflectional morphology is null, it must be
assumed that the language learner sets the value of the functional heads
(Fs below voice and Tense, in the depiction in (13)); in other words, movement
is not driven directly by the prefixes, but the prefixes might provide cues to the
learner that strong attracting heads are present (cf. Bobaljik 2003 for recent
discussion of this matter).

Note that I have postulated just two functional projections in the middle field in
Malagasy, whereas (15) identifies four adverbs in that same region. My analysis, as
it stands, would predict that if two adverbs occurred in the same region, for
example between V and voice, then they should not be reordered. That is not
how the facts have been reported, though orders were, as noted above, always
tested pairwise.” If ordering is strictly reversed postverbally, then either there
are additional “strong” functional heads, unseen (as assumed by Pearson and
Rackowski and Travis), or else the adverbs themselves motivate order-reversing
movements.?

8.1.6 Typological patterns

The account makes certain successful typological predictions along the lines
pioneered by Marit Julien. First, take the correlation between the order of
auxiliaries and verbs with the order of verb and object (Greenberg’s 1963: 85
Universal 16): the auxiliary precedes the verb in VO languages, and follows it in
OV languages (see Dryer 1992: 100 for support from a larger sample). If the only
factors at play in determining basic order are the location of licensing positions,

7 There seems to be some variability in exactly where adverbs attach; cf. Ernst (2002) and
Svenonius (2002). If there is a preference for at most one adverb in each space, then the most
natural order for any pair of adverbs might be the reverse one, even if there are only two movements.

8 It should be noted that Malagasy does employ suffixes, and a more complete account would have
to handle these as well.
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and if the default is Aux—V-0, then only overt checking of V against Aux under
adjacency will lead to V—Aux order, and this can only happen in a language that is
OV. Rare examples of O—Aux—V will be discussed below.

As Julien (2002b) argues, the sort of account of inflectional morphology outlined
above makes some further predictions not made by other accounts. For example,
free tense and aspect particles which do not require verbal adjacency strongly tend
to be preverbal (Julien 2002b: 109).

If suffixes can be attached either by head-movement or phrasal movement, then
suffixal languages might be VO or OV. But if a language has prefixal tense or
aspect morphology, then there are limits to what head-movement can do, as
outlined above; and phrasal movement will only be possible if each V-projection
moving is head-initial. This means that prefixes are likely to develop only in VO
languages, another fact which is borne out by the data. For example, a search in
the World Atlas of Language Structures (Haspelmath et al. 2005) indicates that 82
per cent of the world’s OV languages have exclusively suffixal tense and aspect
marking, while only 31 per cent of the world’s VO languages do; the rest have
particles, prefixes, tone, or some mixture, for example both prefixes and suffixes.
This is shown in the table in (16).°

(16) Verb before object Object before verb

Suffixes 135 (31%) 414 (82%)
Prefixes 115 (26%) 23 (4.5%)
No affixes 96 (22%) 33 (6.5%)
Tone 7 (2%) 2 (<0.5%)
Mixed 83 (19%) 35 (7%)
ToTtAL 436 507

The derivations outlined above predict that prefixal tense and aspect morphology
could be combined with OV order if a language had a licensing position for
the object which was higher than tense, and otherwise looked like Malagasy.
This is rare; I conjecture that it is because objects are not normally licensed higher
than tense. More discussion of object licensing positions follows in the next
section.

8.1.7 Phrasal Movement, Suffixes, and VO

I have shown how phrasal movement for the checking of selectional features under
adjacency can lead to suffixes in OV languages and prefixes in VO languages.

9 I have omitted from the calculations another 70 languages which were listed as having no
dominant order of verb and object. See also the figures in Julien (2002b: 106-10).
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As noted, Julien and Holmberg assume that head-movement is an important mech-
anism in deriving suffixal morphology in VO languages. However, phrasal movement
analyses are certainly possible for suffixal morphology in VO languages. Suppose, for
example, that there is a licensing position for the object somewhere above an aspectual
head but below a tense head. If VP moves to the left of Asp and AspP moves to the left
of T, then T and Asp will be suffixal, and the resultant word order will be VO.

(17) TP
AspP
VP Asp’ />\
P P tAspP

Vioto Asp  typ
ob]ect

If a prefixing language had a licensing position for the object between T and Asp,
the object would prevent adjacency of the T to its selected head, in any transitive
clause. So on the plausible assumption that there are no licensing positions for
objects higher than T, languages with prefixal T are correctly predicted to be VO.
Of course, additional movements can be assumed, allowing additional word
orders (cf. Koopman and Szabolcsi 2000).10 T will discuss some such cases later.
But if additional movements come at a cost, for example in being difficult to
learn, then languages employing them are predicted to be rare. In the simplest
case, the projections moving in (17) will be relatively large. Consider the same
structure, but with adverbs above V and Asp. aP and BP are labels for whatever
constituent includes the adverb and the verbal projection.

(18) TP
aP T
/\ T/>\
AdvP AspP Dp top
—_ _
Asp adverb object
Asp’
/\ PN
AdvP Asp - tgp

—_ .
Vadverb V tgo

10 Assuming Koopman and Szabolcsi’s assumption that movement from within a specifier is
impossible, plus the Extension Condition (Chomsky 1993), there would be an additional trace of
the object in (17), between AspP and Asp’. This is also true of (18).
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Had there been only one step of movement, then a larger or smaller V projection
might have moved. But if a first step in which a smaller projection of V is moved is
followed by a second step, then the lower adverb would be stranded below Asp,
making it impossible for Asp to be adjacent to T. This is illustrated in (19),
presumably an impossible structure (corresponding to an unattested language
with an aspectual suffix on the verb and a postverbal tense particle which can be
separated from the verb by adverbs).

(19) TP
aP T
AdvP AspP DP typ
—_ /\ —_—
Asp adverb object
VP Asp’
P
\ to
Asp/>\
AdVP tVP
_
V adverb

A language which chose the option of attracting a small VP to Asp would have to
have an additional step of movement to remove the adverb if it were to also suffix T
by phrasal movement. The opposite set of choices, however, would not lead to such
complications; assume a large projection of V. moves, but a small projection of Asp;

See (20).
(20) TP
/\
AspP T
/\
aP Asp’ T
AdvP Ve Asp/\tap i AdvP t
ﬁ V/\to object T AspP

Asp adverb
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This would lead to a VO structure in which certain Mittelfeld adverbs were VP-final
(something along the lines of completely read the book already). Again, depending on
what projections move for morphological reasons, adverbs may become reordered
as a side effect, just as was seen above for the prefixal case. Here, the 3—2—1 order of
V-Asp-T derives a 1—3—2 order of the adverbs: T—adverb (not shown), V-adverb,
Asp—adverb (as in probably completely read the book already). Just as with Malagasy,
adverb orderings in these structures tend to show the characteristic 1—2-3, 1-3—2,
3—2—1 orders, but as a side effect of the movement of verbal projections for licensing.

8.1.8 Directionality and Headedness

The idea so far is that there are two different ways in which a language can overtly
check selectional features. Consider a simple example: in English, a modal requires
an infinitive complement, while the auxiliary have requires a participial comple-
ment; and this requirement extends across intervening material.

(21) a. They must occasionally notice.
b. They have occasionally noticed.

By assumption, adverbs merge in the positions in which they are interpreted, and in
projections with their own categorial features (Cinque 1999). By assumption, the
auxiliary in each case must check selectional features on its complement (cf. Svenonius
1994). In English, we might assume that this happens by Agree or at LE. But what [ am
proposing here is that languages may check selectional features overtly in either of two
ways. (1) They have a strong head F which attracts the category selected. This head is
below the overt functor, prefix, or auxiliary that does the selecting. Adjacency between
the prefix and the selected category follows only when the selected category happens
not to have a filled specifier. (2) They attract a larger category to the left of the functor,
suffix, or auxiliary that does the selecting. This only happens when the rightmost
element in the constituent moved bears the morphosyntactic feature selected for, so
that the selector and the selectee wind up adjacent to each other. I discuss the nature of
the adjacency requirement further in section 8.5.

An analysis which rejects Kayne (1994) makes predictions different from those
made here. For the German case sketched above, verbs could be claimed to be
head-final; and for the Malagasy case, the adverbs could be claimed to be adjoined
on the right. But I will show how the observed asymmetries of adjacency require-
ments follow from a movement account.

Of course, an analysis with right-headed projections could be combined with
adjacency statements, but it would remain a mystery why V—Aux, but not Aux-V,
is universally subject to an adjacency requirement.!!

11 See Svenonius (2000) and Holmberg (2000) for discussion of the fact that there seem to be
virtually no V-O-Aux languages, and virtually no languages in which V-Aux can be interrupted by
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On the account here, adjacency is the acquisitional cue for strong features
leading to overt movement, and only movement leads to obligatory adjacency.
V—Aux can be derived only by movement, whereas Aux—V could arise either from
no movement, or from VP movement to immediately below the Aux. Furthermore,
a directionality-of-headedness analysis does not predict the Norwegian pattern,
but it is straightforwardly predicted by the analysis here as a combination of the
kind of checker needed for head-final languages and the kind of checker needed for
prefixal languages.

More specifically, given that a functional head, to ensure adjacency with its
selected complement, may either have a strong feature or have a feature-checking
head immediately below, as sketched in the preceding subsections, the possibility
emerges that a language might have both. This, I argue in section 8.4.2, can lead to
Constituent Fronting or Sinking sequences like those seen in Norwegian (cf. example
(2)). The motivation for the learner would be Aux—V sequences as are typical of VO
languages, but with low adjuncts to the left of the auxiliary, unlike the Malagasy case.

8.2 MORPHOLOGY AND THE MIRROR
PRINCIPLE

Much of the discussion above presupposes that we can confidently identify indi-
vidual morphemes with specific positions in the functional structure of the clause,
as argued by Cinque (1999). In this section I review the evidence that such
assumptions are well founded.

The Mirror Principle has its origin in Baker (1985), where it was argued that a
wide range of morphological facts suggested a syntactic solution. Baker’s formu-
lation of the Mirror Principle was as stated in (22).

(22) The Mirror Principle
Morphological derivations must directly reflect syntactic derivations
(and vice versa). (Baker 1985: 375)

More recent work has generally identified the Mirror Principle with the idea that a
morphological structure of the form X-Y-Z, where X is a head and Y and Z are
suffixes, corresponds to a syntactic structure in which X is the complement of Yand
Y the complement of Z (e.g. Belletti 1990 on V-T—Agr motivating a tree in which
Agr dominates T). Brody (2000) states the idea as in (23).

adjuncts. Furthermore, in languages which allow multiple orders, Aux—V can be interrupted but not
V-Aux. This is even true during tumultuous periods of language change; Hroarsdottir (20004,b)
documents the change from OV to VO in the history of Icelandic and finds attested all possible
combinations of V, O, and Aux except V-O-Aux.
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(23) The Mirror Hypothesis
In syntactic representations, complementation expresses morphological
structure:
X is the complement of Y only if Y-X form a morphological unit—a word.
(Brody 2000: 29)

The usual assumption is that there are complements which are not morpho-
logically incorporated, that is, most people would have left out the word only from
(23). Brody assumes that a non-incorporated dependent is always part of a specifier
of some projection.

In any case, some version of Mirror is widely assumed. In this section I review
some of its strengths and limitations.

8.2.1 Tense and Aspect

The languages of the world present a rich array of temporal and aspectual operators
which comport themselves in revealingly orderly patterns (cf. Bybee 1985). This is
plainly seen when expressions of Tense (T), such as future, present, or past,
combine with expressions of aspect (Asp), such as perfective, imperfective, pro-
gressive, durative, or habitual; if T is numbered 1, Asp 2, and the verb 3, we see the
patterns 1—2—3 as in (24a) (from Julien 2002b: 202), 1-3—2 as in (24b) (from Julien
2002b: 238), and 3—2-1 as in (24¢) (from Brockaway 1979: 179).

(24) a. n-ka-laa-boomba Chibemba
1SS-FUT-PROG-work
Tl be working tomorrow.” (Cinque 1999 (citing Givén))

b.a wa kap-a tun. Berbice Dutch Creole
he past cut-impr field
‘He was cutting a field.

c. ni-k-kak-to-s North Puebla Nahuatl
18S-3s0-hear-DUR-FUT
‘T will be hearing it’

Julien (2002b app. 2) lists morpheme and function word order for 530 languages,
organized into 280 different genera. Of those, 63 languages belonging to 47 genera
are indicated as having both Tense and Aspect suffixes (counting “Perf[ective]” as
Aspect and “Fut[ure]” as Tense). In all but three cases, Aspect is closer to the stem
than Tense.12

12 Julien examines the putative counterexamples and concludes that they have been misanalysed,
and do not constitute real counterexamples. Compare also the discussion of Athabaskan in Speas
(1991), Hale (1997), and Rice (2000).
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This strongly confirms the observations of Bybee (1985) and Cinque (1999)
regarding the rigid ordering of morphemes. For present purposes it is immaterial
whether the rigid order reflects an irreduceable syntactic template or independ-
ently motivated semantic compositionality, as long as it is recognized that
the morphemes reflect syntactic positions. A morphological treatment of word
structure which does not directly interact with syntax/semantics cannot explain
these facts.

Going beyond the observations of Cinque and Bybee and others, Julien (2002b)
also finds that the 1—3—2 pattern (T-V-Asp) is relatively common, while 2—3-1
(Asp—V-T) is rare.

1...3—2 (without adjacency of tense and the verb) is straightforwardly derived by
movement of a verb-final projection to the left of Asp. The complex consisting of V
and Asp might then also move to a position below T. Assuming that obligatory
movement of clausal projections is driven by selectional features, and movement to
the right of a selecting head is always by categorial selection, it would be AspP
which moved to the position immediately below T, even though this does not lead
to T-Asp adjacency in this case, since T is only adjacent to V; see the diagram in
(25) (as with previous examples, an intermediate trace of the object would be
necessary between AspP and Asp’ if extraction from within a specifier is not
permitted; see n. 10).

(25) TP
T
AspP
/\ i DP
VP ASp _ AdVP tASpP
- object "~
Vo to A Asp adverb
Sp
AdVP tVP
—
V adverb

This structure would derive a 1-3—2 order for T-V-Asp, and a 1—3—2 order for T
adverb (not shown), Vadverb, Asp adverb. Apart from different possible positions
for the object, no other combination of licensing movements would give the desired
T-V-Asp adjacency. The surface adjacency of the [V-Asp] complex to T could be
considered a sufficient cue that selectional features of T are checked overtly.

The assumptions made here can also explain Julien’s observation that 2—3—1
order (Asp—V-T) is rare. First of all, it would involve a 23 complex moving
across 1; by assumption, checking of selectional features to the left is under
adjacency, and a [2—3] complex to the left of 1 does not strictly satisfy adjacency
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of 1 with its selected category, 2. Further evidence for the strictness of left-
adjacency of a selected complement, compared with right-adjacency, is discussed
below. Furthermore, even if it were assumed that adjacency to the [2—3] complex
could satisfy T’s checking requirements, further complications will be introduced
by any V-adverbs the language might have. Assuming that the 2—3 complex is
formed by V movement to the right of Asp, the first step of movement must be of
a relatively small constituent, excluding all complements and adverbs. The second
movement will almost surely necessitate an additional step of remnant movement:
if a V-adverb is stranded by VP-movement, as in (26), then it will intervene
between Vand T, so that T will not be adjacent to the [2—3] complex; if the adverb
had been carried along in the first step, then it would have disrupted Asp—V
adjacency.

(26) TP
AspP
/>}\t %
Ad p t
V to /">~ ()b]ect ! AspP
V adverb Asp adverb

Thus, if basic word order is generally driven by checking of basic morphosyntactic
features in the two ways discussed here, then Asp—V-T orders will be rare because
they require movements that are not straightforwardly driven by such features
(especially if the language has any overt material that merges between Asp and V).13

8.2.2 3-1—2: Skipping

There are occasional cases where a position appears to be skipped, leading to 3—1—2
order (“Skipping” in the terms of (4)). Bartos (2004) provides two examples of
3-1—2 order in the verbal morphology of Hungarian. The examples involve the
scope of a past or anterior marker, -, relative to conditional mood, -#n4, and to
potential modality, -hat.

13 Russian is a language which appears to have the order Asp—V-T. Tense is suffixal (pisu ‘[I] write
(present), pisal ‘wrote’) but prefixes correlate strongly with perfectivity (pisatj ‘write (imperfective,
infinitive), napisatj ‘write (perfective, infinitive)’). See Svenonius (2004b,¢) for a detailed analysis in
which the aspectual prefix is phrasal, and each movement is motivated by an independently necessary
feature.
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(27) a. Var-t-am vol-na. Hungarian
Wait-PAST-1SG AUX-COND
‘T would have waited’ (M > T) or ‘I wished to wait’ (T > M)
b. Var-hat-t-ak.
Wait-POT-PAST-3PL
‘They were allowed to wait’ (T > Mod) or ‘They may (possibly) have
waited” (Mod > T) (Bartos 2004: 396)

Each form is ambiguous, so that both the 3—2—1 order and the 3-1—2 order are
possible. The phonological form is invariant; an auxiliary stem is inserted in (27a)
on either reading. Schematically, the second example might be sketched as follows.

(28) a TP b. MP
MP T \|7P M
VP ' T/\tMP var- M AspP
M | ‘wait’ | PN
vlér- N -hat AP typ
w VP past POT I
wait | -t
'P}(l;frt PERF

When tense is interpreted inside modality, I label it “Asp”; the point is that in the
second construction, corresponding to the reading ‘they may have waited’, the verb
has apparently been attracted by M, which selects Asp rather than V directly
(though the verb could have moved first to SpecAspP). This could not be a case
of selectional feature checking. In fact, it might even be said to violate locality, if the
AspP is of the right category to be an intervener between M and V. Possibly, the
syntactic structure is a perfect Roll-up, and a metathesis occurs at some morpho-
phonological level.

Descriptively, it is as if the morphemes themselves have a preferred order, a
phenomenon documented for several cases of Bantu morphology by Hyman
(2003). Supporting the metathesis idea is the fact that in some of Hyman’s cases,
the misplaced morpheme is repeated, appearing both in its Mirror position and in
its “preferred” position, though only interpreted once. In any case, such examples
of 3—1—2 order are relatively rare among sequences of selecting heads, and simple
rules for deriving basic orders should not derive them.

More common cases of 3-1-2 occur when arguments of a verb move to a
position to the left of a low auxiliary, as for example in Dutch O—-Aux—V order; I
will assume licensing positions for complements in the Mittelfeld along the lines of
Zwart (1997) (see Haegeman 2000 for arguments that in some cases, a larger
constituent moves across the verb, carrying various material along with licensing
positions internal to that constituent).
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8.2.3 2—1-3: Hopping

Auxiliaries are elements associated with tense, mood, or aspect, without the
lexical content of main verbs but bearing verbal morphology (Steele 1978; 1981).
Auxiliaries in V-Aux order pose no new problems for the ordering of
morphemes since they are almost always suffixal, leading to 3—2-1 orders
(e.g. V-Aux-T; cf. the Finnish example in (9)). Auxiliaries in Aux-V order,
with suffixes, however, constitute cases of 2—1—3 order, if the auxiliary originates
below the inflection it bears. Consider the Aux—V sequences in English (29a) or
Northern Saami (29b).

(29) a. We ha-d be-en ask-ing.
1L have-pAasT be-PERF ask-PROG
b. Le-i-mme lea-mas  jearra-min. Northern Saami
be-pAsT-2DU be-PERF ask-PROG
‘We (two) had been asking.’ (Nickel 1990: 58)

This is the order that was called “Hopping” in (4), after Affix Hopping (as the
analysis of English auxiliaries in Chomsky 1957 has come to be known). With
relatively contentless auxiliaries like ‘have’ and ‘be’ in (29), one might assume that
they are not ordered in the underlying sequence below their inflection,4 but at
least modal auxiliaries do seem to exhibit 2-1—3 order. Consider for example the
Norwegian sentences in (30), especially the last one which displays an inflected
modal.

(30) a. Vi les-er boka. Norwegian
we read-pres the.book
‘We read the book.

b. Vi ha-r les-t boka.
we have-prReEs read-perr the.book
‘We have read the book.

c. Vi ha-r kunne-t les-e boka.
we have-Pres be.able-pERF read-INF the.book
‘We have been able to read the book.

However, there are other possible interpretations of the morphology even here. For
one thing, at most one affix appears on the modal; for another, the modal
paradigm 1is irregular. Even worse, it is not entirely clear where the semantic
contribution of the perfective is introduced in the tree; perfective in Norwegian
is expressed by a combination of ‘have’ and the participle, and the participle is also

14 See Julien (20014, 20024) on the relationship of auxiliary ‘have’ to the functional structure.
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used in the passive. Thus, it is difficult to be confident that the modal in (30) has
really moved to the left of a perfective head.

A less problematic case can be found in Northern Saami, as exemplified in (31).
The modal ddidit (epistemic possibility) is completely regular. Forms with and
without auxiliaries are given to show that the same verbal morphology appears on
the modal as on the main verb.1>

(31) a. Moai bod-ii-me. Northern Saami
We.DUAL COMme-PAST-1DU
‘We (two) came.
b. Moai daidd-ii-me boaht-it.
We.DUAL May-PAST-1DU  COME-INF
‘Tt would have been possible for us (two) to come.

At least this example, then, appears to involve at least one case of 2-1-3, or Hopping
(and possibly two, if the infinitive ending on the main verb also projects). The
head-movement analysis of this is sketched in (32). I use a third-person singular
subject (a name) in the tree, to avoid the complication of agreement, which is
discussed further in section 8.3.2.

(32) Ip
DP TP
/\
Mabhtte T MP

N N
M T tv VP
| | —_

daidd- -i1 boahtit

‘may’  PAST ‘come’

Pending the analysis of agreement, even this much morphology might be handled
without movement in one of the ways discussed in section 8.1.3. But if the crucial
step of combining the modal with the aspectual suffix is a case of phrasal move-
ment, rather than morphology or head movement, this would entail a step of
“evacuation”, in which the complement of the modal is first lifted to a position just
below that of the perfective suffix.16

15 The stem change in the Northern Saami verb boaht-~bod- in ‘come’ is regular consonant
gradation, and occurs in the modal as well: daid-~daidd-; cf. Svenonius (to appear) for a detailed
analysis. For arguments that ddidit is a modal verb, see Magga (1982); he prefers the participial form
on the main verb (see his p. 75), but some other speakers accept the infinitive, as indicated here
(thanks to Inger Anne Gaup and Kristine Bentzen for assistance).

16 Compare Brody (1998, 2000), where non-morphologically integrated complements always
occupy specifier positions, but where head-movement is mimicked by rules of morphological spell-
out.
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Mahtte /\

MP
| T
?aidd’— —1|1 /\
may PAST

/\
boahtit E  typ
‘come’

Here, I have labelled the evacuator for the ModalP “E”, for Evacuator (compare
Koopman and Szabolcsi’s 2000 “stacking position” L). Any functional head that
has such an E immediately below it will be able to suffix to a lower projection that it
specifically attracts, as long as E attracts the complement category of that lower
head. In essence, it makes sense to think of a functional head like this one as
consisting of two parts, here T and E. This is what has come to be known as a
Remnant-movement analysis, and can be thought of, in the derivation of 2-1-3
order, as an alternative to head movement. I will return to Remnant movement
analyses in section 8.4.2.17

But now there is a puzzle. Julien (2002b) assumes that prefixal morphology, in
general, is just a matter of functional heads in situ, interpreted as prefixes. Given
the possibilities for head movement, or its equivalent, the question arises why her
survey turned up (virtually) no examples of Asp—T—V order. Another way of
phrasing the question would be to ask: why are auxiliaries like the Northern
Saami ones not interpreted as prefixes? I propose an answer below.

8.2.4 Other Verbal Features: Cause

Further confirmation for the Mirror Principle comes from patterns of causative
morphemes. Nearly half of the languages in Julien’s (2002b) appendix with
V-Asp-T morphology (29 of 63) explicitly identify a Causative morpheme between
the root and the Aspect suffix: V-Caus-Asp-T, and none have a Causative suffix
after Asp or T.18

17 See also Miiller (1998) for discussion of the formal properties of Remnant movement.
18 There is a partial counterexample in Zuni, which Julien lists as having Aspectual morphemes
before and after Caus; the full morpheme order she lists is:

OPI+Appl+SPI+V+Neg+Asp+Caus-+Asp+SPI+-T/M

T/M is a fused Tense-Mood morpheme, cf. Julien (2002b: 348) for other abbreviations.
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(34) a. V+Caus+Asp+T (e.g. Mohawk, Turkish, Yidin, Eastern Pomo, Guarani,
Georgian,...)

b. *V+Asp+Caus+T (none)
c. *V4+Asp+T+Caus (none)

Thus, even if the apparent T-Asp order were simply a matter of labelling
(i.e. subordinate Tense is labelled ‘Aspect’), the Asp—Caus order could not be.

An interesting wrinkle appears if we consider the relative order of V, Caus, and T
or Asp with respect to the six orders given in (4). As expected, the orders 1—2-3,
1-3—2, and 3—2-1 are common enough. Nor is it surprising that we do not
find any examples of Skipping of V (V-T—Caus) or Hopping of Cause (Caus—
T-V).1® However, there are surprisingly many examples of the Constituent
Fronting order (Caus—V-T); I counted at least eleven in Julien’s sample.

A possible factor leading to Caus—V-T order would be that the causative
morpheme typically introduces an argument, an agent or causer, in its specifier.
If each head has at most one specifier (Kayne 1994), then a causative head which
introduced an agent could not also check selectional features on a complement. If
Cause is a subtype of category V, however, a higher T or Asp node which checks V
features could attract it. Furthermore, an attracting head which required adjacency
to a verbal complement would become adjacent to a verb after attracting the 2—3
sequence.

Another potential factor may be that there is a significant constituent boundary
above Caus, below Asp, namely the vP phase (Chomsky 2000, 2001; see Svenonius
2004a for arguments specifically motivating the vP phase boundary). For example,
the opacity of the phase might lead to selectional features being invisible to further
checking from outside.

8.2.5 Mirror in Nominal Morphology

Strong universal ordering tendencies have been manifest in the noun phrase since
Greenberg’s original (1963) observations; compare Hawkins’s (1983) and Dryer’s
(1992) larger surveys, or Rijkhoff (2002) for a recent confirmation of, for example,
the order Demonstrative—Numeral-Adjective—Noun, discussed below. What has
not been discussed in as much detail is the fact that those categories which often
arise as bound morphemes can be shown to exhibit mirror effects.

19 A language like English, with an infinitive-taking causative verb (make), could be thought of as
exhibiting Caus-T...V, or 2-1-3 (Hopping). On an analysis along the lines of Cinque’s (2004)
approach to Italian restructuring, this would be parallel to examples with auxiliaries.
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For example, examining articles and plural markers, the order Art—PI-N is
easy to discern (cf. Dryer 1989 on the distinction between determiners and
demonstratives); typical orders are 1-2-3, 1-3—2, and 3—2-1.

(35) a. hun-lii-Staan Misantla Totonac
DEF-PL-armadillo
‘the armadillos’ (from MacKay 1999:312)

b. in  coyo-meh Nahuatl
the coyote-pL
‘the coyotes’ (cf. Andrews 1975)

c. dar-i-dé Kotoko
gun-PL-DEF
‘the guns’  (cf. Demeke 2002)

There are some cases of other orders as well, but they are rare, as predicted by this
model (see Svenonius 2006 for discussion).

Dependents in the noun phrase, especially numerals and adjectives, can also be
shown to fall into patterns reminiscent of the situation discussed above for adverbs
in the clause. Greenberg’s (1963) Universal 20 identifies the basic order Demon-
strative-Numeral-Adjective—Noun, and further work has shown that these elem-
ents order themselves along the lines expected by a roll-up analysis of word order
(see Hawkins 1983 and Dryer 1992 for the typological facts; Cinque 2005 and
Svenonius 2006 for the roll-up analysis). As an example, consider the fact that in
Icelandic, an overt demonstrative gives rise to the Straight Dem—Num-Adj-N
order, while a definite noun phrase with a numeral but no demonstrative shows
a Constituent Fronting order Adj—-N—Dem, with roll-up of the plural and definite
suffixes (Sigurdsson 1992; Vangsnes 1999).

(36) a. pessar prjar fregu  beek-ur
these three famous book-pL
‘these three famous books’
b. fregu  bak-ur-nar  prjar
famous book-pL-DEF three
‘the three famous books’

This is what would be expected if Pl attracts a large constituent, for checking of
the N under adjacency, and Def attracts a relatively small cons